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Abstract

The hybrid simulation test method is a versatile technique for evaluating the seismic performance

of structures by seamlessly integrating physical and numerical simulations of substructures into a

single model. This test method has advanced considerably since its inception 30 years ago, mov-

ing from ramp-and-hold specimen loading to more realistic continuous and real-time loading his-

tories. Further advancements are necessary to fully utilize the potential of the hybrid simulation

test method. Specifically, larger and more complex structures can be tested by integrating

advanced analytical modeling tools and physical models using a geographically distributed hybrid

simulation testing method. 

A control system is presented that supports the implementation of computationally

demanding hybrid simulation algorithms including: continuous algorithms, real-time algorithms,

and hybrid testing with geographically distributed substructures. The controller is based on an

event-driven scheme, as opposed to a real-time clock-based scheme, that supports the implemen-

tation of continuous algorithms on distributed models where network communication, numerical

integration and other tasks may have random completion times. The advantage of an event-driven

approach is that logic can be included to minimize, if not eliminate, the adverse effects of random

completion times on the stability and accuracy of the test. This procedure is demonstrated by

computing the earthquake response of a two-story shear building model with two remote physical

substructures connected using the Internet. 

A rigorous investigation is carried out to evaluate the validity and reliability of the results

from the hybrid simulations with geographically distributed substructures. The test results are

compared to the results from a conventional local testing configuration and a pure numerical sim-

ulation. Both evaluation procedures indicate that reliable results can be obtained from network

experiments and that the proposed distributed control system is effective. Additionally, a method

is developed to estimate the reliability of the simulation results based on energy errors that accu-

mulate in the experimental substructures. The proposed error indicators can be used to monitor

experimental errors during a hybrid simulation, and provide a measure of confidence that assesses

the quality of the results.
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1 Introduction

1.1   EXPERIMENTAL METHODS FOR STRUCTURES

In order to reduce the existing vulnerabilities of our nations infrastructure to seismic hazards, the

earthquake engineering community needs to improve the current knowledge of the behavior of

civil structures subjected to severe earthquake shaking. The experimental evaluation of existing

and new seismic design methodologies provides the most effective means for the profession to

understand, accept and utilize the new technologies in their design. For example, the widespread

use of seismic isolation occurred only after a thorough examination of the technology through the-

oretical and experimental research (Kelly 1985). 

There are three main experimental methods to evaluate the seismic performance of struc-

tures and components: shake table tests, quasi-static tests, and hybrid simulation. Shake table tests

provide the most realistic means of subjecting a model structure to simulated earthquake loading.

However, shake tables, especially with multi-degree of freedom capabilities, are expensive to build

and limited in payload (Shing et al. 1996). The substantial reduction in scale required of models to

be tested on shake tables remains as one of the major drawbacks to these types of tests. Quasi-static

testing is a much simpler testing method that can be used to test structural members at large scales,

but these tests require a predefined displacement history, that can later be difficult to relate to the

seismic demands on the structure (Shing and Mahin 1984).

Hybrid simulation offers an alternative cost-effective solution for large-scale laboratory

testing of structures under simulated earthquake loading. This test method can be used to evaluate

the seismic performance of structures by smoothly integrating physical and numerical simulations

of substructures into a single model. The principles of the hybrid simulation test method are rooted

in the pseudo-dynamic testing method developed over the past 30 years (Takanashi 1975, Taka-
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nashi and Nakashima 1987, Mahin et al. 1989, Shing et al. 1996, Magonette and Negro 1998, Royal

Society 2001).

The research proposed herein seeks to increasing the complexity and scale-size of structural

systems that can be evaluated using hybrid simulation with the George E. Brown Jr. Network for

Earthquake Engineering Simulation (NEES) infrastructure. With NEESGrid, the network compo-

nent of NEES, the capabilities of numerous equipment sites can be seamlessly combined to simu-

late the dynamic response of structural systems by simultaneously testing multiple large-scale

experimental substructures. The developments presented in this report focus on reliable and effi-

cient techniques for distributed testing.

1.2   HYBRID SIMULATION

Hybrid simulation combines numerical and experimental modeling techniques for the efficient and

realistic evaluation of the seismic performance of structural systems. The hybrid simulation

method comprises numerical simulations and simultaneous experimental testing of substructured

components by integrating the dynamic equation of motion for the hybrid model. Typically, the

subassemblages tested experimentally are portions of the structure that are difficult to model

numerically, while components with predictable behavior are modeled on the computer. One sig-

nificant advantage of hybrid simulation is that it removes a large source of uncertainty compared

to pure numerical simulations by replacing structural element models that are not well understood

with physical specimens on the laboratory test floor. Laboratory space and equipment are the only

limits to the scale size and number of substructures that can be tested simultaneously for a single

simulation.

The hybrid simulation test method is useful for modeling structures exhibiting complex

non-linear behavior, especially if the non-linear behavior is concentrated in specific regions of the

structure. For example, a base isolated building typically has non-linear isolation bearings at its

base while the protected superstructure remains linear during strong earthquake shaking. In this

case, substructuring techniques (Dermitzakis and Mahin 1985) can be used with the hybrid simu-

lation method to experimentally model the isolation bearings in the laboratory and simultaneously

capture the response of the linear structure using a simple computer simulation model (Nakashima

and Masaoka 1999, Magonette 2001). Such tests are more economical than shake table tests, given
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that a physical model of the entire building is not required. Moreover, the bearings can be tested at

large- or full-scale using the hybrid simulation approach.

1.2.1 Advancements in Hybrid Simulation

The procedures for conducting a hybrid simulation test have advanced considerably since the

method was first developed. The first experiments operated at a very slow rate (over 100 times

slower than real time) and utilized a ramp-and-hold loading procedure on the experimental ele-

ments. Since the dynamic interaction of the inertial loads is modeled in the computer, tests can be

carried out at an extended time scale for rate-independent experimental substructures. Under slow

loading conditions, the servo-hydraulic actuators used to load the test specimen can apply larger

forces compared to similar equipment at fast testing rates. The slow rates of testing permit for the

economical seismic evaluation of experimental elements at larger scales.

Recently developed techniques, along with advancements in computers and testing hard-

ware, have improved the execution of the hybrid simulation test method by achieving continuous

tests at slow and fast rates. Applying a continuous load history, rather than the ramp-and-hold load

history, has been shown to provide improved results in capturing the behavior of the experimental

substructures (Magonette 2001, Section 6.5.5). These improvements are largely based on the elim-

ination of the hold phase and the associated force relaxation in the experimental specimens. The

continuous testing techniques are based on algorithms running on a real-time platform to insure the

commands for the servo-hydraulic controller are updated at deterministic rates. Constant update

rates allows for the control of velocity, thus allowing for a continuous load history on the experi-

mental specimen. In the case of rate-dependent experimental substructures, the hybrid simulation

test method has been extended to real-time applications where the experimental elements can be

loaded at realistic seismic rates (Nakashima et al. 1992, Darby et al. 1999, Horiuchi et al. 1999,

Nakashima and Masaoka 1999, Darby et al. 2001, Shing et al. 2002).

The potential of the hybrid simulation test method has been further extended by proposing

to geographically distribute experimental substructures within a network of laboratories, then link-

ing them through numerical simulations using the Internet (Campbell and Stojadinovic 1998).

While various NEES facilities are individually equipped with the capacity to test one or more struc-

tural subassemblages at large scales, an increased number of experimental substructures can be

tested simultaneously by integrating this network of laboratories. The NEES infrastructure pro-
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vides the experimental equipment, the analytical modeling tools and the network communication

between the sites to engage in the simultaneous testing of multiple large-scale experimental sub-

structures and more complex numerical models using the distributed hybrid simulation approach. 

Geographically distributed hybrid simulation using the Internet has already been carried

out jointly between Japan and Korea (Watanabe et al. 2001), in Taiwan (Tsai et al. 2003) and in

the US as part of the NEES efforts (MOST 2003). However, these previous applications of distrib-

uted hybrid simulation have used the ramp-and-hold procedure to load the experimental substruc-

tures. As such, they are not benefiting from the improved continuous testing methods.

1.3   RESEARCH OBJECTIVES

A current challenge facing hybrid simulation lies in increasing the complexity of the structural

models that can be tested while, at the same time, utilizing advanced methods for continuous test-

ing. Geographically distributed substructures present a challenge in that the required communica-

tion over the Internet can be randomly delayed at some steps. The difficulty in applying real-time

based algorithms for continuous hybrid simulation stems from their lack of suitability with tasks

that involve random completion times. Alternatively, the ramp-and-hold loading procedure can be

readily applied when dealing with random delays since the hold period can be arbitrarily long. To

maintain the benefits of continuous testing, an event-driven controller is presented to conduct con-

tinuous tests over the network by minimizing, if not eliminating, the hold phase at each integration

step. A distributed hardware architecture utilizing the proposed event-driven controllers is also pre-

sented and verified experimentally. The experiments presented here are the first-ever attempt to

conduct a continuous hybrid simulation distributed over multiple facilities that are linked through

the Internet.

A second objective of this report is to investigate procedures for evaluating the reliability

of the results obtained from hybrid simulations. Analytical models of a simple experimental setup

are first derived and used to illustrate the effects of errors on the seismic response of structures.

Then, Hybrid Simulation Error Indicators (HSEI) are proposed to monitor and evaluate the results

of a hybrid simulation based on the energy errors in the experimental substructures. This procedure

is applied to the results of the geographically distributed hybrid simulations to verify that reliable

results were obtained using the proposed distributed control architecture. Further, the relationship
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between the HSEI and the accuracy of the simulation results is established using pure numerical

simulations of hybrid simulations with various levels of induced experimental errors. The benefit

of HSEI is that they can be used to estimate the quality of the simulation results using information

that is readily available during a test. Another advantage of HSEI is that they allow for the early

detection of the unacceptable growth of errors, possibly before the test specimen is damaged. Early

warning signals allows for the appropriate corrective steps to be taken prior to continuing with an

experiment.

1.4   ORGANIZATION OF THE REPORT

The remainder of this report is divided into seven chapters and conclusions. The next chapter

describes the hybrid simulation test method in technical detail and presents various procedures for

slow continuous testing and real-time testing. Integration algorithms used to compute the response

of structures in the numerical simulations are also summarized. Chapter 3 examines sources of

error in a hybrid simulation and derives new analytical tools for examining the effects of errors in

dynamic tests. Chapter 4 presents the distributed hardware architecture for coordination and con-

trol of a geographically distributed hybrid simulation. The distributed control system with the

event-driven scheme for continuous testing over the Internet is described. In Chapter 5, the exper-

imental equipment for conducting hybrid simulations is presented and characterized to determine

its limitations. The extension of the test system to geographically distributed applications is also

described. Chapter 6 presents the testing protocol and experimental results from a series of hybrid

simulations with the numerical simulation located in a different geographical location from two

experimental substructures. The simulation results are compared to a local testing configuration to

validate the network configuration. In Chapter 7, the results from the distributed hybrid simulation

are evaluated. The experimental results are compared to a pure numerical simulation and the exper-

imental errors are examined. A simple formulation is proposed to characterize the severity of

experimental errors in terms of energy that is introduced into the structural model. Finally, in Chap-

ter 8, the use of HSEI is proposed as an effective method for monitoring the quality of the results

during an experiment. The relationship between HSEI and performance parameters describing the

accuracy of simulation is examined.
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2 Numerical Methods for Hybrid Simulation

2.1   INTRODUCTION

The hybrid simulation test method is an experimental technique for evaluating the seismic perfor-

mance of civil structures. Since the method was first developed 30 years ago, there have been vast

improvements in the algorithms and hardware used to conduct such experiments. Algorithms with

improved stability for integration of the equation of motion and procedures for fast continuous test-

ing have been proposed. Recent advancements in experimental testing hardware have allowed for

easier implementation and deployment of these new algorithms.

In this chapter, the hybrid simulation test method and procedures for testing are presented.

Numerical methods used for the integration of the equation of motion and methods for fast contin-

uous testing are summarized.

2.2   HYBRID SIMULATION TEST METHOD

The problem statement posed in hybrid simulation is to determine the seismic response of a struc-

tural model composed of experimental and numerical elements. To this end, the complete struc-

tural model is idealized as a discrete parameter system with a finite number of degrees of freedom.

The governing equation of motion for the structural system is expressed as

(2.1)

where M and C are the mass and damping matrices, a(t), v(t) and d(t) are the time-dependent accel-

eration, velocity and displacement response vectors, respectively, R(d) is the vector of nodal restor-

ing forces, and F(t) is the applied load vector.

The challenge in modeling a structure numerically using Equation (2.1) is in determining

the restoring forces R(d) for complex structural elements. If a linear elastic analysis is sufficient,

Ma t! " Cv t! " R d t! "! "+ + F t! "=
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the problem is simplified by letting R(d)=Kd, where K is the stiffness matrix, and the problem is

reduced to a linear second order equation. However, if it is necessary to model the response of a

structure to severe loading, the non-linear restoring force behavior can become increasingly diffi-

cult to model for some structural elements. Robust analytical models do not exist for many struc-

tural members with complex behaviors. For these cases, hybrid simulation can be used to partially

eliminate the uncertainty in modeling by replacing the element restoring force models with mea-

sured data from an experiment.

The concept of the hybrid test method is illustrated in Figure 2-1. Similar to a conventional

numerical analysis in the time-domain, a prototype structure is modeled in the computer to conduct

a dynamic structural analysis. The governing equation of motion (2.1) is solved using forward-

marching time-stepping integration algorithms. The main difference in hybrid simulation is that the

computer analysis program is linked to one or more physical subassemblages of the structure. For

example, in Figure 2-1, one column of the multi-story frame is modeled experimentally on the lab-

oratory floor. The experimental element is incorporated into the digital model by means of sub-

structuring techniques for on-line testing (Dermitzakis and Mahin 1985). A dynamic analysis of

the complete structure is carried out whereby the experimental subassemblage is considered as an

element of the numerical model.

 

Figure 2-1.  Experimental and numerical models for hybrid simulation

ug

displacements
forces

ugug

displacements
forces

Numerical model Experimental model

test
specimen



9

2.3   TESTING PROCEDURE

The equipment used for quasi-static testing in most structural testing facilities can be utilized to

conduct hybrid tests. The basic components of a hybrid simulation test setup and their interconnec-

tions are illustrated in block diagram form in Figure 2-2. The required tools are: (1) a servo-hydrau-

lic system consisting of controller, servo-valve, actuator and pressurized hydraulic oil supply; (2)

a test specimen with the actuators attached at the degrees of freedom where the displacements are

to be imposed, (3) instrumentation to measure the response of the test specimen and (4) an on-line

computer capable of computing a command signal based on feedback from the transducers. The

last item is the major addition from standard equipment typically available in structural testing lab-

oratories. As demonstrated in Chapter 5, the on-line computer can be easily integrated with the

servo-hydraulic controller. Further, an on-line computer with real-time computation capabilities

allows for the implementation of real-time algorithms and provides the actuator with continuous

commands updated at deterministic time intervals. To support fast rates of testing, a communica-

tion link with fast data transfer rates between the controller and the on-line computer is required.

 

Figure 2-2.  Block diagram showing equipment layout for hybrid simulation
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The primary task of the on-line computer is to integrate the equation of motion utilizing the

restoring force data measured from an experiment. The solution method is based on a time-step-

ping integration procedure, which enforces the discretized equation of motion

(2.2)

at time intervals ti =i#t for i=1 to N. The subscript i denotes the time-dependant variables at time

ti, #t is the integration time step and N is the number of integration steps. Numerical methods used

to solve the equation of motion are discussed in the sections that follow. For now, an explicit solu-

tion scheme is assumed such that the displacement response at time step ti+1 is computed based on

the response at step ti. The procedure shown in Figure 2-3 is used to advance the hybrid simulation

experiment by one time step.

The procedure described in Figure 2-3 is conducted for each integration step until the sim-

ulation time has elapsed. Traditionally, the pseudodynamic testing procedure has been carried out

at slow rates, typically rates 100 or more times slower than real time. That is, for each second of

earthquake simulation, the pseudodynamic test consumes 100 seconds of actual time. The long

duration of the test is mostly due to the ramp-and-hold nature of conventional implementation tech-

niques. In each step, the target displacement is first computed and sent as a command to the actu-

ator (step 1). The actuator applies the commanded displacement in a ramp-wise manner from its

current position (step 2). After reaching the target displacement, the actuator holds at a constant

displacement while the force measurements are taken and computations are carried out (steps 3-5)

to compute the next target displacement (step1). Figure 2-4 tracks the motion of the actuator with

respect to actual time for one load step.  

In addition to the slow rates of testing, there are other shortcomings to the ramp-and-hold

loading procedure. One consequence of the hold phase is that test specimens can exhibit force

relaxation, resulting in the introduction of erroneous force readings into the numerical algorithm.

Static friction in the actuator piston from the stop and go motion can result in small oscillations in

the applied load history. The discontinuity in velocity at the transition from the ramp to the hold

phase is also a challenge for the servo-controller and can result in overshooting of the target dis-

placements for poorly tuned gain settings (Thewalt and Mahin 1987).

Mai Cvi ri+ + fi=
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Faster and more efficient techniques for hybrid simulation have been introduced in the last

decade. Recent developments in hybrid testing algorithms have focused on achieving a continuous

motion of the actuators (Magonnete 2001) and increasing the speed of the test to approach real-

time rates of loading (Nakashima et al. 1992, Horiuchi et al. 1996, Darby et al. 1999, Nakashima

and Masaoka 1999; Darby et al. 2002, Shing et al. 2002). The use of techniques for continuous

loading can improve the performance and accuracy of the experiment by eliminating the hold phase

Figure 2-3.  Flow chart of procedure for hybrid simulation

Step 1:
compute di+1

Step 2:
command actuator 

to impose di+1

Step 4:
compute other

response quantities: 
such as  vi+1 and ai+1

Step 5:
increment counter i

Step 3:
measure 

force ri+1 at di+1

Stop

Start

i<N
yes

no

Numerical model Experimental  model

Step 1:
compute di+1

Step 2:
command actuator 

to impose di+1

Step 4:
compute other

response quantities: 
such as  vi+1 and ai+1

Step 5:
increment counter i

Step 3:
measure 

force ri+1 at di+1

Stop

Start

i<N
yes

no

Numerical model Experimental  model



12

and associated force relaxation. Also, better control of the actuator is achieved through a continu-

ous command signal. High performance actuators coupled with fast hybrid test methods can cap-

ture the rate-dependent behavior of materials for applications to viscous material. Techniques for

achieving a continuous load history are presented after the discussion of numerical integrators.

It is important to note that as higher velocities are demanded from hybrid tests, the capacity

and performance of the hydraulic actuators limit the scale size of the experimental model. The flow

capacity of the hydraulic pumps and accumulators become critical to achieve the velocities

required during a test. Similar limitations prevent the use of shaking tables for large scale testing.

One advantage of the hybrid test method is that the specimen is not required to include additional

dead weight, reducing the inertial forces on the actuators. In this case, the inertial forces can be

modeled in the computer. 

2.4   INTEGRATION ALGORITHMS FOR HYBRID SIMULATION

Both explicit and implicit time-stepping integration algorithms have been applied for hybrid sim-

ulation. Explicit methods compute the response of the structure at the end of the current step based

on the state of the structure at the beginning of the step. The solution is determined by predicting

the node displacements, determining the element restoring forces at those displacement, and com-

puting the remaining response parameters to satisfy the equilibrium equation (2.2). This is an

attractive property for hybrid testing because the actuator command displacement can be computed

without prior knowledge of the specimen response at the target displacement.

Figure 2-4.  Ramp-and-hold load history in conventional hybrid tests
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Implicit methods require knowledge of the structural response at the displacement target in

order to satisfy equilibrium at the end of the step. Usually, the displacement is prescribed as a func-

tion of other unknown response parameters at the end of the step, such as the acceleration. Iteration

is required to satisfy both the imposed kinematic conditions and the equilibrium conditions at the

end of the time step.

While explicit methods are easier to implement in hybrid simulations, implicit integration

algorithms provide improved stability characteristics and permit the use of larger integration time

steps. Better accuracy can be achieved with implicit methods, but iteration on experimental models

is not practical since structural materials are path dependent. Mainly for this reason, explicit inte-

gration methods are preferred for hybrid simulation when the stability limits are satisfactory for the

structural model under investigation.

2.4.1 Explicit Integration Algorithms

The most widely applied methods for solving the equation of motion in hybrid tests are explicit

methods. A limiting factor of explicit methods is their stability criteria. For example, the Central

Difference Method described below has a stability criterion

(2.3)

limiting the maximum allowable integration step size  based on the lowest natural period of the

structure, Tn. For multi-degree of freedom systems, these requirements can become stringent.

Central Difference Method

One of the simplest algorithms for hybrid testing involves integration of the equation of

motion using the Central Difference Method. The method was used for the original implementation

of the on-line computer experiment by Takanashi et al. (1975) because of its efficiency and accu-

racy. Japanese (Nakashima 1999) and European researchers (Magonette 2001) consider the Cen-

tral Difference Method as the basic integration method for simple to moderate applications of

hybrid tests. These applications include structural models with few degrees of freedom such that

the stability conditions imposed by Equation (2.3) are satisfied. 

#t
Tn

$
-----%

#t
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The Central Difference Method is based on the following finite difference approximations

of velocity and acceleration:

, (2.4)

Combining these two approximations within the discretized equation of motion (2.2), the target

displacement at the end of the step i+1 can be expressed explicitly as

(2.5)

Note that the displacement at ti+1 is only dependent on the state of the structure at time ti.

Newmark-Beta Method

Newmark’s method (1959) and modified forms of this method have also served as popular

numerical integrators in hybrid testing. Newmark’s method is based on the discretized equation of

motion at time ti+1 and the following approximations for displacement and velocity: 

(2.6)

(2.7)

(2.8)

The factor & provides a weighting distribution of the accelerations at the beginning and end of the

time step on the change of displacement. Similarly, the factor ' provides weighting between the

initial and final acceleration on the change of velocity. Further, the factor ' controls the amount of

artificial damping provided in the algorithm, where '=1/2 provide no artificial damping (Clough

and Penzien 1993). Two well-known forms of Newmark’s method are the constant average accel-

eration method with parameters &=1/4 and '=1/2 and the linear acceleration method with parame-

ters &=1/6 and '=1/2. The constant average acceleration method is an unconditionally stable

implicit algorithm. For linear elastic structures, this method can be manipulated to obtain a non-

iterative formulation by taking advantage of the substitution ri=Kdi in the equation of motion.
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Setting the parameter &=0 results in an explicit formulation of Newmark’s method since the

term at i+1 vanishes from Equation (2.7). With parameters &=0 and '=1/2, Newmark’s method is

numerically identical to the Central Difference Method. 

Modified Newmark’s Method

Shing and Mahin (1983) proposed an alternate form of Newmark’s explicit method with

dissipative properties suited for hybrid testing of multi-degree of freedom systems. The modified

numerical method provides artificially damping such that the modal damping ratio increases

monotonically with , where  is the natural frequency of the corresponding mode. The large

amount of damping suppresses the spurious response of high modes that can be excited by the noise

in the experimental measurements and other sources of experimental error. The propagation of

experimental and numerical errors has a more pronounced effect on the higher modes because the

cumulative errors increase with the product of the natural frequency and the integration time step

(Shing and Mahin 1983). 

The numerical formulation for the Modified Newmark’s method is

(2.9)

(2.10)

(2.11)

where the parameters  and  can be selected to determine the amount of numerical dis-

sipation in the structural modes of vibration. Note that the viscous damping term has been omitted

from the equation of motion since the initially specified damping properties change substantially

as the structure yields.

The '-function Pseudodynamic Algorithm

Another dissipative algorithm based on Newmark’s method is the '-function pseudody-

namic algorithm. This integration algorithm was recommended for hybrid testing by Chang (1997)

because it offers better control in assigning damping parameters for the natural modes of vibration

of the structural model. The Modified Newmark’s method presented previously assigns damping
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ratios that increases monotonically with the modal frequency, which can lead to high damping in

lower modes important to the response. The '-function pseudodynamic algorithm also provides

increasing damping with frequency, but better control is offered in assigning realistic damping

ratios to the lower modes that contribute to the structural response. This method is based on New-

mark’s explicit method with properly selected values for '/to obtain the desired damping charac-

teristics. For multi-degree of freedom structures, the numerical algorithm consists of the

discretized equation of motion (2.6) with the following assumptions:

(2.12)

(2.13)

where

(2.14)

I is the identity matrix, ck is a constant and K0 is the initial structural stiffness matrix. 

Unconditionally Stable Explicit Method

Chang (2002) also proposed an unconditionally stable explicit pseudodynamic algorithm

of the form

(2.15)

(2.16)

(2.17)

where the parameters  and  are coefficient matrices for multi-degree of freedom systems

defined as

(2.18)
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(2.19)

These parameters are based on the initial stiffness matrix of the structure and only need to be com-

puted once prior to testing. 

Chang’s method appears to be similar to Newmark’s implicit method expressed explicitly

for linear systems. In fact, unconditional stability is proved (Chang 2002) by showing that the algo-

rithm has the same characteristic equation as Newmark’s constant average acceleration method.

Similar results can be expected from both numerical algorithms when applied to linear systems. In

a non-linear analysis, Chang’s method uses the initial stiffness matrix to estimate the post-yield

behavior of the structure whereas iterations are recommended for the constant average acceleration

method (Bathe 1996). Chang’s stiffness approximation is evident by the use of the initial stiffness

matrix in Equations (2.18) and (2.19). Consequently, this approach is similar to using an implicit

integration method limited to one iteration with the tangent stiffness matrix set to the initial stiff-

ness matrix. 

2.4.2 Implicit Integration Algorithms

Implicit integration algorithms can be designed to be unconditionally stable, but iteration is

required for a non-linear dynamic analysis. Iterations on experimental elements are not practical

since the restoring force behavior is dependent on the load path. The predicted displacements in an

iterative scheme can overshoot the target displacements after which the test specimen has to be

unloaded to return to the target displacement. Furthermore, implicit methods require a tangent stiff-

ness matrix, which can be difficult to obtain from experimental measurements. An estimate of the

tangent stiffness matrix using data available at the end of the time step has been proposed by

Thewalt and Roman (1994), but its applications to implicit integration algorithms has not been

demonstrated. 

Despite these difficulties, implicit integration algorithms have been successfully applied to

hybrid simulations in the past. Although the use of implicit integrators has been limited, the extra

effort to apply these algorithms is necessary when explicit integrators cannot capture the structural

response with sufficient accuracy. Implicit techniques for hybrid simulation are described below,

but first, an implicit integration method with numerical dissipation is presented.
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Newmark-Alpha Method

The Newmark-Alpha method (Hilber et al. 1977) increases the numerical damping in

higher modes while maintaining low numerical damping in the lower modes that are important in

capturing the response. The formulation for this implicit integrator is as follows:

(2.20)

(2.21)

(2.22)

The practical ranges of interest for the scalar parameters are 

, , (2.23)

resulting in a second-order accurate method with unconditional stability. 

Hybrid Implicit Algorithm

Recognizing the need for hybrid simulation integrators with unconditional stability,

Thewalt and Mahin (1987) constructed a creative implementation of an implicit integrator through

a mixed analog and digital algorithm. In their application, the Newmark-Alpha method was used

because of its desirable numerical dissipative properties and stability. 

The basic idea is that in an implicit integration algorithm, the displacement di+1 in Equation

(2.21) is expressed as the sum of an explicit part and an implicit part containing the term ai+1. The

explicit portion can be readily solved since all the variables are known at the beginning of the time

step. Solving for ai+1 by eliminating the viscous damping terms in Equation (2.20), the following

is obtained

(2.24)

Substituting this expression into Equation (2.21), the remaining unknown implicit term is ri+1.

(2.25)
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Thewalt and Mahin modified the servo-controller displacement command for each integra-

tion step as the analog sum of the constant explicit portion plus an analog function of the measured

restoring force constituting the implicit part. A feedback control loop was incorporated into the

algorithm so that the analog target displacement signal was continuously updated with the mea-

sured force feedback until the restoring force and target displacement satisfied Equation (2.25). In

this approach, the target displacement is corrected based on the most current restoring force mea-

surements.

Newton Iterations

Shing et al. (1991) also applied an implicit integration algorithm for hybrid testing based

on the Newmark-Alpha method. This procedure uses modified Newton iterations with a displace-

ment reduction factor to avoid overshooting the load path of the experimental specimen. The

implicit method demonstrated improved error propagation characteristics over explicit methods

and contained the growth of spurious roots in the numerical models.

2.4.3 Operator Partitioning Algorithms

Another earlier approach to overcome the stability limitations associated with explicit methods

was proposed by Dermitzakis and Mahin (1985). A combined implicit-explicit integration algo-

rithm (Hughes and Liu 1978) was applied for integration of the equation of motion by dividing the

degrees of freedom (DOF) of a structure into two substructures: one containing experimental DOF

and the other containing analytical DOF. An explicit method was employed for the integration of

the experimental substructure and an implicit method was used for the analytical substructure. This

division allows for the application of unconditionally stable implicit algorithms to solve for the

response of the numerical substructure. The equation of motion for the implicit-explicit scheme is

expressed in the following form

(2.26)

where  and  are the damping matrices corresponding to the analytical and experimental sub-

structure, respectively,  is the stiffness matrix of the analytical substructure and  and 

are the predictor displacement and velocity vectors, respectively. The above equation can then be

solved using the explicit predictor-corrector method for the substructures with nonlinear behavior
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and the unconditionally stable Newmark’s method can be applied for the numerical integration

associated with the linear substructures to obtain

(2.27)

(2.28)

(2.29)

(2.30)

In a hybrid simulation, the predicted displacements  are applied on the experimental substruc-

tures to obtain the measured force vector. The acceleration, , is determined from Equation

(2.26) and used to correct the predicted displacements based on Equation (2.29). 

Nakashima et al. (1990) used a predictor-corrector integration scheme (Hughes et al. 1979)

in their implementation of the operator splitting method for pseudodynamic testing. The numerical

procedure is similar to the implicit-explicit formulation described previously, with the exception

that only the stiffness matrix is divided into linear and non-linear substructures. The advantage of

using the operator splitting predictor-corrector method is that unconditional stability is guaranteed

for non-linear structures of the softening type. Additionally, the Newmark-Alpha operator splitting

method has been shown to provide improved error propagation characteristics and stability as com-

pared to explicit methods (Combescure and Pegon 1997). The operator-splitting formulation is

non-iterative; thus this method can be applied with the same simplicity of explicit methods. 

In both applications discussed above, an implicit integration algorithm was used to solve

the response of the numerical substructure. However, the numerical models were limited to linear

elastic systems that can be solved using non-iterative implicit methods. Dermitzakis and Mahin

considered a non-linear analytical model, but a fully explicit method was used for both the analyt-

ical and experimental substructures in this case.
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2.5   SUBSTRUCTURING TECHNIQUES

Using hybrid simulation, it is not necessary to construct and test a model of the complete structure

when major damage or unpredictable behavior is only expected in a few structural elements. A

more economical approach is to model the substructures with predictable behavior in the computer

and test experimentally the key elements where damage is expected to occur. Using substructuring

techniques from conventional dynamic analysis, hybrid simulation with substructured experimen-

tal elements is feasible and has been investigated by Dermitzakis and Mahin (1985), Shing et al.

(1994), Schneider and Roeder (1994) and Pegon and Pinto (2000).

Properly specified boundary conditions between the physical and experimental substruc-

tures are necessary to insure force equilibrium and displacement compatibility. Actuators need to

be strategically positioned to enforce these boundary conditions on the experimental substructures.

To simplify the experimental apparatus, points of inflection may be assumed at the boundary

degrees of freedom (Schneider and Roeder 1994) or rotations may be omitted. 

An algorithm with substructuring techniques for hybrid testing has already been demon-

strated in the implicit-explicit integration method. The equation of motion is divided into analytical

and experimental substructures and the resisting force terms are separated to include contribution

from these two components. In the case of the mixed implicit-explicit integration algorithm, the

equation of motion is written as in (2.26) where the explicit restoring forces, Ri+1, corresponds to

the forces measured in the experimental substructure and, KIdi+1, corresponds to the restoring

forces of the analytical substructure. 

A more general equation of motion for substructuring applications may be expressed as 

(2.31)

where the superscript A denoted the contributions from the analytical substructure and the super-

script E denotes contribution from the experimental substructures. The measured forces, RE
i+1, are

not limited to element restoring forces, but can also include contributions from viscous elements

and inertial loads in dynamic tests. For example, a portion of the nodal mass may be located on the

experimental element. In a real-time test, the inertial forces are included in the load cell measure-

ments. Similarly, viscous dampers may be included in the physical substructure in a real-time

hybrid simulation. 

MAai 1+ CAvi 1+ RA
i 1+ RE
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For linear analytical substructures, the substitution RA
i+1=KAdi+1 may be made in Equation

(2.31). The notation RA
i+1 is used to demonstrate that substructuring techniques are not limited to

linear restoring force models. Non-linear models have been included in the analytical substructures

by Dermitzakis and Mahin (1985). Further, Schneider and Roeder (1994) proposed a substructur-

ing technique for non-linear structures where the measured restoring forces were treated as unbal-

anced forces. This formulation does not require a tangent stiffness matrix for the experimental

substructure but the measured forces lag one time step behind the analysis, effectively introducing

a time delay in the restoring force feedback.

2.6   FAST CONTINUOUS TESTING

Current research on hybrid simulation has focused on developing algorithms that update

the command signal to the actuator at fast rates. The fast update rates provide for a continuous

motion of the actuators having two benefits: the speed of testing is improved and a continuous load

history, as opposed to the ramp-and-hold procedure, eliminates force relaxation of structural mate-

rials. Capabilities for real-time or near real-time testing also allows for the seismic performance

evaluation of rate-dependent materials through hybrid simulation. These new techniques for fast

hybrid testing are built upon the same integration algorithms and principles developed for pseudo-

dynamic testing described earlier. As faster rates of testing are achieved, new challenges arise in

solving the equation of motion within the allotted time and dealing with the inherent control error

and response lag of servo-hydraulic systems.

The first implementation of a real-time hybrid test was achieved by improved hardware,

namely, upgrading from a static to a dynamic actuator with a digital servo-mechanism for accurate

displacement and velocity control of the actuators (Nakashima et al. 1992). The procedure for

hybrid testing remained essentially the same. This system was only applicable to single degree of

freedom systems because of the limitations in the speed of the hardware. 

Horiuchi et al. (1996, 1999) developed a more sophisticated procedure for real-time hybrid

test of multi-degree of freedom systems. In particular, a method was devised to compensate for

actuator delay using a polynomial extrapolation procedure. As described by Horiuchi et al., the

hardware configuration and programming involved appears difficult to implement in structural

testing facilities. Nakashima and Masaoka (1999) improved upon the idea of polynomial approxi-
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mation procedures and developed a more practical procedure for real-time testing of multi-degree

of freedom systems using a Digital Signal Processor (DSP). 

Darby et al. (1999, 2001) also implemented a real-time hybrid test of a multi-degree of free-

dom structure having one experimental substructure with a single actuator. These tests combined

the actuator compensation technique of Horiuchi et al. and modified the explicit central difference

method integration algorithm using a first-order hold discretization to obtain a smooth output com-

mand signal to the experimental substructure. Blakeborough et al. (2001) executed a real-time sub-

structure test of a multi-degree of freedom structure where both translational and rotational degrees

of freedom where considered in their physical cantilever model. In this study, problems were

encountered in accurately controlling the two coupled actuators enforcing the boundary conditions

on the two-degree of freedom experimental substructure.

Shing et al. (2002) further developed the implicit integration algorithm of Thewalt and

Mahin (1987) and proposed a fast implicit integration algorithm. In this method, the analog implicit

loop is replaced by a fixed number of numerical iterations within each integration step.

From the real-time hybrid testing algorithms that were reviewed, the methods developed by

Nakashima and Masaoka and Shing et al. appear to be the most promising. These two algorithms

provide substantial modifications to the conventional hybrid test procedure and are further dis-

cussed below.

Nakashima and Masaoka (1999)

In their algorithm for real-time testing, Nakashima and Masaoka separate the computations

of the on-line computer into two tasks running at different sampling rates: (1) the response analysis

task, which carries out the integration of the equation of motion and (2) a signal generation task,

which provides a continuously updated displacement command to the servo-hydraulic actuator at

a rate faster than the integration time step. These two tasks run on a DSP in real-time using a multi-

rate approach. 

The response analysis task deals with the typical numerical algorithms for solving the equa-

tion of motion. The signal generation task is based on predicting the displacement path of the actu-

ator using polynomial approximation procedures. Nakashima and Masaoka showed that third order

polynomial interpolation and extrapolation of known displacement values provide accurate dis-
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placement and velocity predictions. The key to the polynomial approximation procedure is that the

computation time is small and actuator commands can be continuously generated at short time

intervals. 

During each integration step, the actuator is kept in motion after reaching the target dis-

placement by predicting a command signal based on polynomial extrapolation of the previous

target displacement values. Meanwhile, the integrator task is carrying out computations for the

next target displacement. Once the integration task has been completed and the target displacement

in known, the algorithm begins to interpolate and corrects the path of the actuator towards the target

value. 

The n-the order polynomial extrapolation procedure is of the form

(2.32)

where the displacements  are predicted values between  and . The constants  are

based on Lagrangean polynomial approximations of known displacement data from previous steps.

For an m step corrector method, i.e., j=1 to m, the servo-hydraulic controller command is updated

at the time interval  where  is the integration step size. Figure 2 shows an example

of the real-time output computed by the signal generation task.

Once the integrator algorithm has completed the computation of the target displacement,

, the signal generation task includes the new displacement data in the polynomial interpola-

tion scheme. The interpolation command is of the form:

(2.33)

This procedure provides a smoother displacement trajectory on the experimental substructures by

updating the actuator commands at a more frequent rate than the integration algorithm alone. The

polynomial computations are simple and can easily be handled by a DSP for each channel of a

system with multiple actuators.
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Shing, Spacone and Stauffer (2002)

The implicit integration algorithm method developed by Thewalt and Mahin (1987) was

modified by Shing et al. (2002) for fast applications with an error corrections scheme. The analog

correction loop implemented by Thewalt and Mahin was replaced by a digital real-time algorithm.

The digital implementation of the iterative displacement correction loop can provide similar results

to Thewalt and Mahin’s analog loop since the iterations run at a rate an order of magnitude faster

than the integrator. The advantage of the digital implementation is the flexibility in modifying the

mathematical procedure to incorporate an error correction scheme for lag and error compensation. 

To enable the application of this implicit algorithm for fast hybrid testing, Shing et al. mod-

ified the displacement iterations to provide a more uniform incremental correction in each iteration.

This was done by normalizing the displacement correction by the number of iterations remaining

in each step. Without this normalization, the initial increments to the displacement command are

much larger than the final corrections. Additionally, to account for errors in the position of the actu-

ator, the final displacement and forces computed by the algorithm are corrected based on the mea-

sured displacement error and the initial stiffness matrix. Using the initial stiffness matrix to correct

the measured forces can increases the magnitude of the errors in the post-yield phase, particularly

for an element with negative stiffness. 

Figure 2-5.  Extrapolation and interpolation of the command signal during one integration step 
(after Nakashima and Masaoka 1999)
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2.7   SUMMARY

Integration algorithms applicable to hybrid simulation were presented. While implicit integration

algorithms with improved stability have been suggested and applied, explicit methods remain more

popular because they are much easier to implement. Implicit methods typically require iteration

where care must be taken not to overshoot the final target displacement of the structure in each step.

Operator partitioning integration algorithms offer improved stability and accuracy with the sim-

plicity of non-iterative methods. For superior accuracy and stability in simulations of complex

structural models, implicit methods are necessary. More work is needed in developing techniques

to simplify the application of implicit methods for hybrid simulation.

In the last decade, the research focus in hybrid simulation has concentrated on improving

the execution of the test. Continuous testing method, both at slow and fast rates, provide a more

realistic load history on the experimental specimens and mitigate force relaxation errors. Algo-

rithms for fast hybrid testing have been proposed for testing of rate-dependent materials such as

fluid viscous dampers. The end result of continuous testing methods is improved measurements of

the experimental substructure behavior and more accurate simulation results.

To achieve geographically distributed testing, the implementation techniques and numeri-

cal algorithms need to be extended to applications within distributed substructures. For remote

applications, where communication over the Internet is not efficient, algorithms with minimal

communication between the integration algorithm and the remote experimental substructures are

necessary. In non-iterative methods, the integrator sends and receives data from the experimental

substructures only once per integration step. Current applications of implicit methods require sev-

eral sub-steps to exchange information between the integrator and the experiments. The multiple

exchanges of information within each step may hamper the application of implicit methods for net-

work tests.

Internet communication also poses a challenge for continuous and real-time algorithms.

These algorithms rely on the fast exchange of information between the real-time actuator controller

and the integrator. The communication task time cannot be guaranteed for Internet applications.

The distributed control scheme presented in Chapter 4 is designed to implement a continuous test

in the presence of random communication delays.
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3 Errors in Hybrid Simulation

3.1   INTRODUCTION

Reliable results can be obtained from a hybrid simulation if the errors introduced into the numerical

algorithms are reasonably small. In this chapter, the different sources of error are discussed, includ-

ing errors based on modeling, implementation techniques, and the experimental setup. From these

various sources of errors, experimental errors can have the most substantial impact on the simula-

tion results, mostly because these errors are not known prior to testing and can be large for improp-

erly tuned experimental setups. The other types of errors are inherent of the assumptions in the

numerical modeling techniques.

Experimental errors in hybrid tests are examined herein by demonstrating their effect on

the computed response of structures. This is accomplished through numerical simulations with

controlled errors induced into the numerical models of simulated experimental specimens. A more

rigorous investigation of the effects of errors follows using an analytical approach. The analytical

studies focus on errors relevant to fast dynamic testing, although these errors also need to be con-

sidered for slow testing methods.

3.2   SOURCES OF ERROR

Errors are introduced into the hybrid simulation algorithms through the structural model idealiza-

tion, the approximate numerical methods used to solve the equation of motion, and the experimen-

tal setup. Modeling and numerical errors have been described in detail by Shing and Mahin (1983,

1984). Thewalt and Mahin (1987) provide a thorough discussion on hardware components

involved in a hybrid test and sources of experimental errors. A brief summary of the different

sources of error is provided here.
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3.2.1 Modelling and Implementation Techniques

The numerical and experimental models selected to represent the prototype structure determine the

ability of the test method to capture the structural characteristics under investigation. The algo-

rithms used to implement the hybrid simulation test method also influence the accuracy of the

results.

3.2.1.1 Structural Model

The structural idealizations set forth in the numerical modelling of structures are present in hybrid

testing. The structural model is described by the equation of motion in discrete parameter form,

which is only an approximate representation of the continuous prototype structure. A course dis-

cretization of the experimental substructure is required so that its degrees of freedom can be con-

trolled with the limited number of available actuators.

3.2.1.2 Numerical Methods

In the implementation of a hybrid simulation, the idealized equation of motion describing the pro-

totype structure is solved using approximate numerical integration algorithms. The integration

methods also introduce errors into the model and can become significant if the algorithm parame-

ters are not properly selected. It is necessary to insure that the dynamic response of the structural

model can be accurately captured by the integration method and the integration time step selected.

Further, for non-linear analysis, energy can be introduced into the model by the linearization of the

force-displacement relationship at each step (Shing and Mahin 1984). 

3.2.1.3 Load History on Experimental Elements

The implementation technique can also impact the results of a hybrid simulation. The various

forms of hybrid simulation were discussed in Chapter 2, including the ramp-and-hold loading pro-

cedures, slow continuous testing methods, and real-time tests. These different method influence the

behavior of the experimental specimen because many structural materials are rate dependent and

exhibit force relaxation. The technique for testing should be selected to insure that the measured

response of the experimental substructure is representative of the material behavior under realistic

seismic loading rates.
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3.2.2 Experimental Setup

In a hybrid simulation, the experimental setup introduces various source of error that can influence

the computed structural response. Errors result from the displacement control of the hydraulic actu-

ators, calibration errors in the instrumentation, and noise generated in the instrumentation and

analog to digital converters. Experimental errors can be classified as either random or systematic

in nature. Random errors have no distinguishable pattern while a regular patterns of occurrence can

be identified for systematic errors. For example, a lag in the displacement response of the actuator

produces systematic errors since the resulting displacement control errors have a magnitude and

direction proportional to the velocity demand.

When compared to other experimental techniques, hybrid simulation is more sensitive to

actuator control errors. Experimental measurements contaminated by errors are used to compute

future commands in the time-stepping hybrid simulation algorithms. Errors can propagate through-

out the test, possibly resulting in an unstable response. In contrast, errors do not accumulate in

shake table and quasi-static testing since the command displacement history is predefined. Addi-

tionally, the final structural response can be evaluated based on the measured load history as

opposed to the command input. For example, the results of a shake table test can be evaluated based

on the measured table acceleration to remove the uncertainty associated with control errors in

applying the reference command signal. However, for a hybrid test, the measured forces are

assumed to be taken exactly at the command displacement. Care should be take to properly tune

the actuator controllers and calibrate the measurement devices.

The displacement control of hydraulic actuators becomes increasingly important for fast

hybrid simulations. One critical factor is the time lag inherent of servo-hydraulic systems, partly

due to a delay in the response of the servo-valve (Horiuchi et al. 1999, Conte and Trombetti 2000).

The effects of actuator lag on the structural response are further discussed in Section 3.4.

Systematic errors can also result from improper tuning of the experimental setup. These

sources of error include improper calibration of instrumentation and flexibility in the reaction

frame. To minimize the effects of systematic errors, the testing equipment needs to be properly

tuned and calibrated prior to testing. 
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3.3   TECHNIQUES FOR EXPERIMENTAL ERROR REDUCTION

The sensitivity of hybrid simulation algorithms to experimental errors has been investigated by

Shing and Mahin (1983), Thewalt and Mahin (1987) and Thewalt and Roman (1994). Methods

have been proposed to minimize the effects of experimental errors on the results of a test. Some of

these techniques are presented below.

3.3.1 Random Errors

Random noise generated by the measurement instrumentation can be problematic in the evaluation

of multi-degree of freedom systems using hybrid simulation. The noise in the measured forces can

excite spurious response in the lightly damped high frequency modes of the structure that would

otherwise remain dormant under the simulated earthquake load. To overcome this problem, inte-

gration algorithms with artificial numerical dissipation have been used to suppress the response of

the higher modes. Several integration algorithms with numerical dissipation, particularly with

increased damping for the higher frequency modes, are discussed in Chapter 2.

A second approach to minimize the effects of random errors on a hybrid simulation was rec-

ommend by Chang (1998). In this procedure, the momentum equation of motion is solved as the

governing equation as opposed to the force equilibrium equation of motion. The momentum equa-

tion of motion is obtained by integrating the force balance equation with respect to time as show

below.

(3.1)

(3.2)

The integration of the force signal filters the noise in the measurements prior to being introduced

into the numerical algorithms. The same numerical procedures, such as Newmark’s method, can

be applied to solve Equation (3.1) for the time integral of displacement, displacement, and velocity

as opposed to displacement, velocity, and acceleration.

mu·· td cu· td r td+ + f td=

mu· td cu td r td+ + f td=
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3.3.2 Systematic Errors

Improvements in the execution of the test method have been successful in reducing the effects of

systematic errors on hybrid simulations. These procedures include compensation techniques for

load history effects and actuator time delay.

3.3.2.1 Load History Compensation

The traditional ramp-and-hold approach to hybrid simulation result in systematic experimental

errors due to force relaxation and rate effects in the experimental substructures. The hold phase

maintains the test specimens at a constant displacement for a period of time. During this time, the

resisting force of the specimen may be reduced due to material relaxation, then reloaded in the next

step. From observations of the load history, the specimen appears to be subjected to small ampli-

tude cycles of loading and unloading. Continuous testing methods mitigate this effect and can pro-

vide improved measurements of the experimental specimen behavior under the simulated loading. 

It is important to consider the strain-rate sensitivity of the material being tested and select

the rate of testing accordingly for continuous hybrid simulations. Shing and Mahin (1988) investi-

gated the sensitivity of the earthquake response of structures using a rate-dependent restoring force

model representative of steel. The results showed that the rate of loading in a slow hybrid simula-

tion affects the response of structures in the short period range (less than 0.5 seconds). Real-time

test methods can be applied to evaluate experimental substructures that are sensitive to the rate of

loading.

A numerical technique to compensate for rate effects was proposed in Molina et al. (2002),

to allow for the slow continuous testing of rate-dependent materials. Molina et al. tested rate-

dependent elastomeric bearing using a slow continuous hybrid simulation technique by mathemat-

ically compensating for the rate effects. In their approach, the measured restoring forces from the

elastomeric bearings were modified based on a predetermined compensation function.

3.3.2.2 Actuator Delay Compensation

There is an inherent lag in the displacement response of servo-hydraulic actuator versus the com-

mand displacement. Consequently, the measured restoring forces are delayed relative to the com-

mand signal. This actuator delay becomes critical as the rate of testing is increased, especially for
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real-time rates. To compensate for this lag, Horiuchi et al. (1999) measured the time lag of the actu-

ator response and by the polynomial extrapolation procedure in Equation (2.32), predicted the

command of the actuator by advancing the current time in the algorithm by the delay time. This

was accomplished by selecting the appropriate constants  in Equations (2.32) to predict a com-

mand several sub-steps ahead of the current simulation time.

3.3.3 Other Techniques

European researchers (Stoten and Magonette 2001) have made an effort to improve the hardware

components in the laboratory to achieve better experimental results. One such improvement is the

use of digital controllers to reduce the displacement control error in the actuator. A second

improvement is the use of digital transducers for improved accuracy and less noise in the experi-

mental measurements. A third recommendation is the use of the adaptive minimal control synthesis

(MCS) algorithm as opposed to the proportional-integral-velocity (PID) control algorithm typi-

cally used for the servo-hydraulic actuators. The MCS control scheme provides adaptive gain set-

tings that adjust to improve the performance of the actuators as the test specimen properties change

due to degradation.

3.4   SIMULATION OF EXPERIMENTAL ERRORS

The effects of experimental errors on the results of a hybrid simulation can be observed by model-

ing a hybrid simulation algorithm and introducing controlled errors into the simulation. Errors rep-

resenting the effects of random noise in load cells and displacement control errors such as actuator

lag are demonstrated below. Both linear and non-linear structural response is investigated

3.4.1 Random Noise in Load Cells

The Simulink (Mathworks 2003) diagram in Figure 3-1 simulates the dynamic response of a single

degree of freedom system subjected to an external excitation. The inertial and damping forces are

modeled in the integrator algorithm and the spring element restoring force is included as feedback

from the ‘Experimental Specimen’ block. The restoring force feedback is computed as the sum of

a linear or non-linear spring force and an error source. The error, modeled as band-limited white

ajk
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noise, is intended to represent the random noise in the load cell measurements associated with the

instrumentation and analog to digital converters.

The structural model consists of a single degree of freedom system with a natural period of

1.0 seconds and 5 percent of critical damping. The stiffness of the “Experimental Specimen’ is set

to 10 kip/in. for the linear simulations. The mass and damping constants are selected to obtain the

desired natural period and damping ratio. For the non-linear simulations, the spring constant is

replaced by an elastic-perfectly plastic model with the same initial stiffness and a yield displace-

ment of 1 in. Newmark’s explicit method is used to integrate the equation of motion with a time

step of 0.01 seconds. The input excitation is the 1940 El Centro N-S component with a peak accel-

eration of 0.32 g. The amplitude of the ground motion is scaled by 20 percent for the linear simu-

lations and 100 percent for the non-linear simulations. 

The white noise error source covers a frequency range from 0 to 50 Hz and the ‘Noise Gain’

block is adjusted to introduced different levels of noise into the simulation. The magnitude of the

error signal is characterized by the peak-to-peak value of the error signal normalized by the peak

measured force. A second method to characterize the magnitude of the errors is the signal to noise

ratio (SNR), which relates the error signal to the restoring force signal in terms of the root-mean-

square (RMS). The SNR is computed as 

(3.3)

where r is the restoring force feedback signal and e is the error signal. The RMS of the signal e(t)

in the time interval 0 to T is computed as

Figure 3-1.  Simulink model with random noise added to restoring force feedback

SNR RMS r! "
RMS e! "
--------------------=
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(3.4)

Figure 3-2a shows the computed displacement response of a single degree of freedom

system subjected to the 1940 El Centro N-S component. The ‘exact’ response without errors is

compared to the resulting displacement histories with errors in the restoring force feedback. The

modified force feedback is displayed in Figure 3-2b as a function of displacement and the resulting

error signal is shown in Figure 3-2c. The peak-to-peak noise level of the error signal is approxi-

mately one percent of the value of the restoring force signal. The resulting SNR is 78 for this case.

a. displacement history

b. modified force-displacement b. generated error signal

Figure 3-2.  Simulation of linear structure with moderate random errors in force feedback
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The magnitude of the error signal can be considered as a moderate level of noise for load cells. (The

load cells used in the test setup described in Chapter 5 have peak-to-peak noise levels under 0.5

percent compared to the total range.) The results show that there is a negligible effect on the struc-

tural response for random errors in this moderate range.

Figure 3-3 shows the single degree of freedom system response with a larger amplitude

random error signal added to the restoring force feedback. For this case, the SNR is computed as

7.8, with the peak-to-peak value of the error signal at approximately 10 percent of the magnitude

of the restoring force. These noise levels are much larger than expected for reliable load cell mea-

surements. The simulation results in Figure 3-3a show that relatively large random errors have a

a. displacement history

b. modified force-displacement b. generated error signal

Figure 3-3.  Simulation of linear structure with large random errors in force feedback
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small effect on the overall structural response. The trends of both displacement histories are simi-

lar, with apparently no significant propagation or amplification of the random load cell measure-

ment error.

To investigate the effects of random noise on the response of non-linear systems, Figure 3-

4a shows the simulated response of a single degree of freedom system where the restoring force is

determined using the non-linear elastoplastic model. The resulting restoring force, including noise,

is shown in Figure 3-4b as a function of displacement. The noise amplitude is maintained at slightly

under 10 percent of the restoring force signal based on peak-to-peak values with a SNR of 21.This

noise level is relatively large compared to the maximum forces. Similar to the linear systems, the

large amplitude random noise has a negligible effect on the overall structural response. 

a. displacement history

b. modified force-displacement b. generated error signal

Figure 3-4.  Simulation of non-linear structure with large random errors in force feedback
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3.4.2 Displacement Control Error

Another source of error in an experimental setup is in the displacement control of servo-hydraulic

actuators. This error can be measured as the difference between the command displacement and

the measured displacement. Random errors in the position control of the actuator are likely to have

an effect similar to random noise in the force feedback signal, the difference being that the dis-

placement error is amplified by the stiffness of the specimen. Here an attempt is made to model

systematic errors, where the position of the actuator is consistently lagging behind the target dis-

placement command signal. 

In the Simulink model shown in Figure 3-5, an error is introduced into the displacement

prior to being applied to the specimen model. The error is defined as a normally distributed random

signal multiplied by the displacement increment, where the displacement increment serves as a first

order approximation to velocity. The generated systematic errors, with direction and magnitude

proportional to velocity, result in an approximately constant time lag in the displacement signal.

This simplified model is based on the observed relationship between the error signal and the veloc-

ity demand on the actuator from actual experimental data. The response of the actuator is also sen-

sitive to the changes in force and stiffness of the specimen and these factor are not included in the

model (Merritt 1967).

For the simulation model in Figure 3-5, the severity of the errors is dependent on the statis-

tical distribution assigned to the ‘random number’ generator and the displacement increment. The

Figure 3-5.  Simulink model with systematic displacement control errors
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random signal is determined based on a normal distribution where the mean determines the average

magnitude of the error or the effective time delay in the restoring force measurements. The vari-

ance is kept constant at 0.01. The severity of the error signal is characterized in terms of the effec-

tive time delay since this definition is more meaningful here. The SNR used in the previous section

is more appropriate for random signals.

Results of a simulation using the same linear structural model as before are shown in Figure

3-6, where the errors are now introduced into the displacement prior to computing the restoring

force. A plot of the resulting command displacement vs. restoring force is shown in Figure 3-

6b.The generated error signal in Figure 3-6c with a mean of 0.2 causes an effective time delay of

2 milliseconds. Evidently, these delays do not cause significant changes in the structural response

a. displacement history

b. modified force-displacement b. generated error signal

Figure 3-6.  Simulation of linear system with 2 msec. displacement control lag
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when compared to the exact solution. The force-displacement response with errors included in

Figure 3-6b shows that the expected behavior for a linear system is maintained by the model.

The mean of the random error generator is increased to 1.0 for the simulation results shown

in Figure 3-7, also for a linear system. The effective time delay is approximately 9.9 milliseconds,

which is slightly less than the integration time step and almost one percent of the natural period of

the structure. The displacement histories in Figure 3-7a show that delays of this magnitude amplify

the structural response as compared to the simulation without errors. The force-displacement plot

in Figure 3-7b shows a reverse hysteresis effect in the presumed linear element as a result of the

delayed displacement used to compute the restoring force. The net effect of the hysteresis is that

a. displacement history

b. modified force-displacement b. generated error signal

Figure 3-7.  Simulation of linear system with 9.9 msec. displacement control lag
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energy is added to the structural model and the displacement response is amplified, especially at

the peak displacements.

The effects of actuator response lag is also simulated for a non-linear structural systems,

where the linear spring is again replaced by an elastoplastic model. The errors introduced into the

non-linear models are of similar magnitude compared to the linear models. First, the displacement

errors are generated with a mean of 0.2 to produce a 2 milliseconds lag. This lag does not cause

significant changes to the structural response as shown in Figure 3-8.

In Figure 3-9, the errors generated with a mean of 1.0, resulting in a 9.7 millisecond lag,

show a modest change in the structural response. The simulation with errors shows good displace-

ment correlation with the exact model for the first seven seconds of simulation. Thereafter, the two

a. displacement history

b. modified force-displacement b. generated error signal

Figure 3-8.  Simulation of non-linear system with 2 msec. displacement control lag

0 5 10 15 20 25 30
!5

0

5

D
is

pl
ac

em
en

t (
in

.)

Time (sec.)

exact
2 msec. delay

!5 0 5

!10

!5

0

5

10

R
es

to
ri

ng
 f

or
ce

 (
ki

p)

Displacement (in.)
0 10 20 30

!0.1

!0.05

0

0.05

0.1

0.15

D
is

pl
ac

em
en

t e
rr

or
 (

in
.)

Time (sec.)



41

displacement histories deviate as the response of the structure oscillates for several cycles within

the linear stiffness range at an offset near the peak positive displacement. Delays in the response

of the actuator appear to be less sensitive for non-linear systems, particularly during the non-linear

excursions. In this region, errors in the applied displacement have a small effect on the measured

restoring force because the tangent stiffness is reduced to the post-yield value. Additionally, the

structural response is less sensitive to the reverse hysteresis effect since energy is dissipated at a

much faster rate by the hysteretic non-linear model and viscous damping compared to the energy

generated by the errors. The energy errors can be observed from the force displacement plot in

Figure 3-9b, particularly at the two unloading/reloading cycles near a displacement of (-2) in. In

a. displacement history

b. modified force-displacement b. generated error signal

Figure 3-9.  Simulation of non-linear system with 9.7 msec. displacement control lag
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these low amplitude cycles, the reloading branch does not coincide with the unloading branch as

is expected for an elastoplastic model and illustrated in Figure 3-8b with smaller time delay.

3.5   EFFECTS OF ACTUATOR LAG ON STRUCTURAL RESPONSE

During a hybrid tests, errors in the displacement control of the actuators result in force measure-

ments at the incorrect displacements. The measured force are introduced into the numerical inte-

gration algorithm assuming they correspond to the target displacements. The simulations in

Section 3.4 showed that random errors produced a negligible effect on the structural response, but

systematic errors such as actuator lag can modify the response considerably. (See also Shing and

Mahin 1983 and Thewalt and Roman 1994.)  

In a hybrid simulation, the numerical integrator observes the experimental specimen behav-

ior as the command displacement versus the measured force. However, the true behavior of the

structural specimen is given by the measured displacement versus the measured force. The modi-

fication to the observed structural behavior as a result of displacement control errors is demon-

strated in Figure 3-10. The expected results from loading and unloading a linear-elastic element is

given by the straight bold line shown in Figure 3-10a. However, if there is a lag present in the actu-

ator response, a plot of the command sinusoidal displacement vs. measured force will produce the

oval-shaped reverse hysteresis shown in Figure 3-10a. The modification to the expected element

a. undershooting (lag) b. overshooting

Figure 3-10.  Loading and unloading of a linear-elastic element with actuator error.
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behavior results from the time lag in the measured force vs. the commanded displacement. The

shaded area in the figure represents the energy that is added to the structural system by the exper-

imental element, thus having the effect of negative damping. If the actuator is overshooting, or

ahead of the commanded response, the linear elastic element absorbs energy similar to a linear-vis-

cous element. The case of undershooting is more common in continuous hybrid simulation since

servo-hydraulic actuators have an inherent lag in their response. 

3.5.1 Restoring Force Delay in Structural Systems

To further examine the effects of actuator lag on structural response, the response of a structural

system with a time delay in the restoring force is examined. An analytical model is derived in the

form of a transfer functions for linear systems. It is important to note that this model provides an

approximation to the behavior of the actuators, and serves to provide an understanding of the

effects of experimental errors on the seismic response of structures. Errors in the actuator are not

only constituted by a time delay, but also by other factors affecting the performance of the actuator

and controller.

In a hybrid simulation, the dynamic response of a structural system to a random excitation

f(t) is determined by solving for the governing equation of motion

(3.5)

where the restoring force term r(u(t)) is measured from an experiment. A time delay, , in the

response of the actuator is reflected in the measured restoring force by modifying the equation of

motion to the following

(3.6)

If the restoring force response is assumed to be linear elastic, the following substitutions can be

made

(3.7)

(3.8)

and

mu
··

t! " cu
·

t! " r u t! "! "+ + f t! "=
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mu
··

t! " cu
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t! " r u t 5–! "! "+ + f t! "=

r u t 5–! "! " ku t 5–! "=

*n
k
m
----=



44

(3.9)

Equation 3.6 may be expressed as

(3.10)

Assuming zero initial conditions for displacement and velocity, the Laplace Transform of Equation

3.10 is

(3.11)

where U(s) and F(s) are the Laplace Transforms of u(t) and f(t) respectively. Further, in the Laplace

Domain, the transfer function T(s) between the input excitation and the displacement response of

the single degree of freedom system including time delays in the restoring force is

(3.12)

A graphical representation of the transfer function, T(s) may be obtained by substituting

, where  is the excitation frequency and . Further, the natural frequency is nor-

malized by the excitation frequency

(3.13)

and the time delay parameter is expressed as a phase delay, , of the natural frequency

(3.14)

The resulting transfer function is 

(3.15)

where
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(3.16)

under the presumed harmonic loading .

Figure 3-11 plots the transfer function of a single degree of freedom system with 10

percent of critical damping and a time delay in the restoring force. Figure 3-11a shows the results

for small values of time delay corresponding to phase delays of 1, 2, 3, and 5 degrees based on the

natural frequency of the structure. For example, a single degree of freedom system with a natural

frequency of 1 Hz and restoring force time delay of 0.01 seconds corresponds to a phase delay of

 radians or 3.6 degrees. It is interesting to note that for a linear system, the effects of actu-

ator lag are similar to a reduction in viscous damping. The constant time lag in the measured restor-

ing force increases the amplitude of the resonant peak in the transfer function. There is a negligible

change in response amplitude for excitation frequencies away from the natural frequency of the

structure. This behavior is confirmed in Figure 3-10, which shows that a restoring force delay

transforms the behavior of a linear elastic element into the oval shaped response representative of

a linear-viscous element under sinusoidal loading.

Figure 3-11b shows the transfer function response for larger values of time delay, which

may be reasonable for higher modes in a multi-degree of freedom structure. Recall from Equation

(3.14) that the phase delay is proportional to the natural vibration frequency, hence only a very

small time delay is necessary to reduce the effective damping ratio for the high frequency modes.

These plots provide some insight into the sensitivity of higher modes to systematic errors. Conse-

quently, higher modes in a structure need to be suppressed with high amounts of artificial damping.

The effective damping in the single degree of freedom system continues to decrease with an

increasing lag up to 10 degrees. As the phase lag is increased beyond 10 degrees, the response

amplitude of the resonant peak begins to decrease, with a slight reduction in vibration period of the

single degree of freedom system. For large phase delays of 30 degrees, the resonant response

amplitude is less than a structural model without delay. However, the approximate linear model

used here may not be reliable for large values of delay.
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a. small values of delay

c. large values of delay

Figure 3-11.  Transfer function of SDF system with restoring force delay 
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3.6   SUMMARY

The effects of errors on hybrid simulation algorithms were demonstrated. It was shown that

random error have a negligible influence on the results of a test, but systematic errors can have a

substantial impact. One major source of systematic errors in the experimental setup is in the

response lag of the actuator, which produces an effective delay in the measured restoring force. An

analytical investigation of delays in the restoring force showed that this error has a similar effect

on the response of linear systems as a reduction in viscous damping. Further, numerical simulations

showed that systematic errors are more critical for linear systems compared to non-linear systems

of the softening type. These results indicate that a linear analysis may provide an upper-bound of

the effects of errors expected during a non-linear analysis.
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4 Versatile Hardware Architecture for Hybrid 
Simulation

4.1   INTRODUCTION

The NEES facilities provide the equipment necessary for the civil engineering community to

engage in the large-scale testing of complex structures. NEES facilities combined with the hybrid

simulation test method allow for next-generation experiments to evaluate the seismic performance

of complex civil structures and components at large scales. To fully utilize the facilities, the hybrid

test method can be used to: (1) test structural components at large- or full-scale; (2) increase the

number of physical and numerical substructures within a single simulation by conduction a geo-

graphically distributed test; and (3) refine analytical models using state-of-the-art modeling tools

and advanced numerical algorithms.

As the complexity of the structural models increase, the standard algorithms for hybrid test-

ing become more difficult to implement. In particular, for geographically distributed testing or the

use of implicit integration algorithms, randomness is introduced into the simulation due to uncer-

tainties in task completion times. Variable task times can be problematic for improved continuous

algorithms running on real-time processors. In order to fully utilize the infrastructure provided by

NEES with the state-of-the-art algorithms for hybrid testing, test controllers at the NEES facilities

need to be equipped to efficiently deal with the uncertainties of next-generation hybrid simulations. 

After describing the next-generation of applications using hybrid simulation and sources of

problems associated with such tests, a versatile hardware architecture for hybrid simulation is pre-

sented. This framework provides a distributed control scheme for an extensible network of earth-

quake testing facilities while facilitating the implementation of algorithms for continuous testing

and geographically distributed testing.
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4.2   NEXT GENERATION HYBRID SIMULATION

Pseudo-dynamic testing on structural models with few degrees of freedom and a single experimen-

tal substructure having one or more actuator degree of freedom has been successfully implemented

in the past. (Mahin et al 1989, Shing et al. 1996) More recent studies have experimentally executed

hybrid test in real-time to account for the rate-dependent behaviors of materials (Nakashima et al.

1992, Darby et al. 1999, Horiuchi et al. 1999, Nakashima and Masaoka 1999, Darby et al. 2001,

Shing et al. 2002). These experiments on simple structural models have been useful in the devel-

opment and testing of algorithms for hybrid simulation. Only recently has the hybrid test method

been applied to verify the performance of large-scale experimental substructures (Molina et al.

1998, Pinto et al. 2002). 

The infrastructure of NEES provides for further improvements in the sizes and complexity

of numerical models and the number of experimental substructures that can be tested. Some nota-

ble efforts making use of the advanced capabilities in hybrid simulation include geographically dis-

tributed testing between Japan and Korea (Watanabe et al. 2001), the Internet-based Simulation for

Earthquake Engineering (Tsai et al. 2003) in Taiwan and the Multi-Site On-Line Simulation Test

(MOST 2003) demonstrations in the US. All of these distributed tests have made use of ramp-and-

hold loading procedures to load the experimental substructures and the duration of the test has been

exhaustive. 

Improved analytical modeling techniques can be included in hybrid tests by integrating

major structural analysis software packages with experimental equipment and adapting the soft-

ware for hybrid simulation. The OpenSees (Fenves 2004) software is an attractive option since the

source code is available and is designed for parallel processing applications. Its expandable archi-

tecture also allows for the addition of user specified integrators and element models specific to

hybrid testing. Using such software, numerical structures can be analyzed using state-of-the-art

modeling tools. In concentrated regions of the structure where damage is expected to be greatest

and modeling uncertainty is not known with confidence, then experimental substructures can be

combined with the analytical models. For example, testing of a multi-span bridge is typically lim-

ited to 1/4 scale models on shake tables (Kelly et al. 1985, Constantinou et al. 1993, Anderson and

Mahin 2002). Using the hybrid approach, full scale testing of components can be achieved by phys-
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ically testing the piers individually whereas the deck, consisting of the massive portion of the struc-

ture with predictable behavior, can be modeled on the computer (Pinto et al. 2002).

Further advancements to the hybrid test method include an increase in the length scale of

experimental models that can be tested and increasing the number of substructures than can be

tested simultaneously. The slow rates of loading in conventional pseudodynamic tests allows for

specimens to be tested at large scales. The increased capacity in the number of experimental

models is realizable through a fast and reliable network of laboratories for collaborative testing;

this network infrastructure is available through NEES. The networked large-scale structural testing

facilities enable the testing of complex structural systems by distributing experimental substruc-

tures throughout the laboratories then combining them into a global hybrid model between the sub-

structures. The simulation is coordinated by the numerical component, which also enforces the

boundary conditions. In addition, the numerical simulation components can be anywhere on the

Internet, allowing for the use of supercomputing facilities. In the bridge example noted above, one

NEES laboratory could likely handle two concurrent large-scale pier tests, being limited to a single

span bridge. Distributing the piers within the networked laboratories can result in the performance

evaluation of multi-span bridges, including the experimental evaluation of several piers. (Tsai et

al. 2003)

4.3   IMPROVED HARDWARE ARCHITECTURE

In order to realize the potential of applications realizable through NEES, it is necessary to examine

the test controllers at facilities enabled for hybrid simulation. Current control methodologies can

be adapted to conduct such tests, but an improved hardware architecture as recommended here can

allow for a faster and continuous execution of tests. The versatility of this hardware layout is first

described for local real-time test and then expanded for network applications.

4.3.1 Multi-Tasking in Real-Time Applications

The typical architecture of a hybrid simulation controller consists of the integration loop com-

manding the inner servo-hydraulic controller loop as shown in Figure 4-1. A Digital Signal Pro-

cessor (DSP) is used to compute the hybrid simulation algorithm in this setup. In their algorithm

for real-time testing, Nakashima and Masaoka (1999) separated the on-line computer tasks into the
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two tasks of integration of the equation of motion and signal generation. These two tasks were

implemented within a single processor where the computational time is shared between the low pri-

ority task of integration (larger time step) and the higher priority task of signal generation (smaller

time step). The separation of tasks allows for a large time step to be used for integration of the equa-

tion of motion. The faster time step for signal generation is selected to provide the controller with

fast update rates, ideally this rate should equal the update rate of the controller. 

Figure 4-2a demonstrates the division of the processor time during the execution of

Nakashima and Masaoka’s real-time algorithm. For each integration time step, #t, the processor

first handles the task of signal generation. Once completed, the integration task is executed until

the smaller time interval 2t has elapsed. At this instant, the processor interrupts the low priority task

to handle the signal generation task for the next sub-step. This process continues until the integra-

tion task has been completed and is repeated at the next integration time step.   

The execution of this hybrid simulation algorithm can benefit by separating these two tasks

into different processors. The two processors application avoids interruption of the integration

task, resulting in a faster computational time. A dedicated processor can facilitate the analysis of

more complex analytical substructures within the same time step. Figure 4-2b illustrates the poly-

nomial approximation procedure using a two-processor approach. The increase in computational

Figure 4-1.  Two-loop architecture for hybrid testing
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(a) single processor

(b) two processors

Figure 4-2.  Hybrid simulation extrapolation and interpolation task on one and two processors
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time reduces the number of predictive commands based on polynomial extrapolation and increases

the number of corrective interpolation steps. Alternatively, a larger analytical model can be ana-

lyzed using the same time step. The two-processor approach is especially beneficial as the number

of actuators is increased and more time is required to complete the signal generation task.

Separating the two closely coupled tasks of integration and signal generation using two pro-

cessors raises the issue of communication time between the two components. Note that for this par-

ticular method, there only needs to be one exchange of data between the two processors per

integration time step, #t. A shared memory resource (Systrans 2003) between the two processors

can provide for fast data transfer rates on the order of or faster than the typical 1000 Hz rate for the

signal generation task.

4.3.2 Three-Loop Hardware Architecture

Multi-tasking algorithms can benefit in execution speed by dividing tasks into different processors.

This is particularly true when the exchange of information between the two tasks is small as is the

case for the procedure previously described. The proposed controller for hybrid simulation is des-

ignated as a multiprocessor system running the three nested loops shown in Figure 4-3.

A close examination of the proposed hybrid test controller demonstrates the benefits of

additional processors in an organized architecture. For the controller in Figure 4-3, the innermost

loop is a PID servo-hydraulic controller tuned for optimal performance with the available actua-

tors. This task is implemented on a dedicated processor for the servo-controller. The outer loop, or

the integration loop, carries out the numerical integration of the equation of motion for a structure

composed of analytical and experimental components. This task runs on a local or remote proces-

sor, different from the servo-controller and the DSP. The integration algorithm is a forward-march-

ing time-stepping algorithm with a typical time step size on the order of 0.01 seconds. For real-time

hybrid testing, the integration loop operates at a rate of approximately 100 Hz. On the other hand,

the servo-control loop is executed at a rate of about 1000 Hz (Thoen 2003) or ten times faster than

the outer loop running in real time. To synchronize the inner and the outer loops, an intermediate

loop, labeled here the corrector loop, can buffer the exchange of data and, more importantly, guar-

antee that servo-hydraulic commands are updated at deterministic sampling rates. It is important
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for the real-time servo-hydraulic controller to receive command updates at constant time intervals

to enable control of the actuator velocity.

The servo-control loop in Figure 4-3 runs on a real-time platform to insure stability of the

servo-hydraulic control system. The integration loop may or may not be running in a real-time plat-

form, depending on the testing protocol. In order for the corrector loop to generate updated com-

mands at deterministic time intervals for each controller cycle, the corrector loop is also required

to operate on a real-time platform. When the integration algorithm is not running in real-time, the

corrector loop can be programmed to deal with uncertainties associated with the integration task.

The intermediate corrector loop also serves to separate the tasks of integration and gener-

ating a signal calibrated to the servo-hydraulic actuators. This allows for easier programming and

implementation of the two tasks. For a slow pseudo-dynamic test, the corrector loop can simply

generate the ramp loading command for each actuator. For fast continuous tests, this loop can carry

out interpolation or extrapolation of the displacements based on Nakashima and Masaoka’s cubic

interpolation procedure. Other pseudo-dynamic test algorithms, such as displacement corrections

Figure 4-3.  Three-loop architecture for hybrid test controller
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using the current restoring force feedback for implicit integration (Shing et al. 2002) or force cor-

rection using displacement feedback, can also be implemented in this intermediate loop. Further-

more, general multi-rate control approaches can be implemented and tested for use in this hybrid

simulation environment. 

4.3.3 Distribution for Network Testing

The three-loop architecture for the hybrid test controller also facilitates multiple-substructure

experimental testing in local or remote sites. In a local testing configuration, a fast connection can

be achieved between the integration loop and servo-hydraulic controller through a SCRAMNET

interface (Systrans 2002). With consideration for longer delays, the integration PC can be remotely

located and linked with the local signal generation DSP via the Internet. Similar links can be estab-

lished with other remote experimental facilities having a network-enabled DSP commanding the

servo-hydraulic system as shown in Figure 4-4.

4.3.4 Task Execution Timing

A distributed control scheme based on the three-loop architecture maintains a local command gen-

erator at each experimental site while conducting a geographically distributed test. The advantage

to this approach can be seen in Figure 4-2b. For an experiment over the internet, random delays are

likely to occur in the communication between the integrator and remote substructure. The commu-

nication time can simply be added to the integration task time and the additional processor is still

beneficial. The local real-time DSP can generate continuous commands to the experimental setup

regardless of delays in the integration and communication tasks. The next section presents an

event-driven controller that replace the local signal generation task to deal with random communi-

cation delays.

4.4   EVENT-DRIVEN SIMULATION

Real-time based algorithms are not suitable for testing over the Internet (See Section 5.4.2 for char-

acteristics of the network). In cases where task execution times are random, a clock-based control

scheme could fail if the required processes are not completed within the allotted time. As an alter-

native to the clock-based scheme used for real-time applications, an event-driven reactive system
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based on the concepts of finite state machines (Harel 1987) can respond to events based on the state

of the hybrid simulation system. The event-driven controller can be programmed to account for the

complexity and randomness of real systems and take action to minimize the effect of randomness

on the experimental substructures. The programming procedure is based on defining a number of

states in which the program can exist and transitions between these states that take place when

specified events occur.

Figure 4-4.  Distribution of hardware for geographically distributed testing
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Nakashima and Masaoka's algorithm reacts to events in the sense that the algorithm

switches from extrapolation to interpolation when the integration task has been completed. How-

ever, the variance in task completion times for their example application was very low. An explicit

integration method was used and the DSP running these tasks had a dedicated and reliable connec-

tion to the servo-hydraulic controller. However, Nakashima and Masaoka’s real-time hybrid sim-

ulation algorithm was not designed to handle iterative solvers for the equation of motion or remote

substructures linked via the Internet. 

4.4.1 Uncertainties in Hybrid Simulation

The use of advanced analytical tools may require the use of iterative solvers to integrate the equa-

tion of motion. The solution time for non-linear analytical sub-structures using implicit solvers can

vary randomly from time-step to time-step. Factors influencing the number of iterations per step

include the specified tolerance for convergence, the iteration algorithm selected, the non-linear

models used in the analysis, and the degrees of freedom of the analytical model. There is also the

likelihood that the integration method does not converge in a given step. 

Similarly, for geographically distributed hybrid test, network transmission time is not

known beforehand and can also limit the rate of testing. The internet, however, is less predictable

than the integration algorithms and less control is offered in terms of assuring a maximum time for

completion of the network transmission task.

4.4.2 Continuous Testing Using Event-Driven Controllers

Traditionally, hybrid tests have been conducted using a ramp-and-hold loading procedure for each

integration step. This procedure is effective when dealing with random delays since the hold period

can be extended arbitrarily. However, the hold period subjects the test specimen to force relaxation

and should be avoided. Improved results can be obtained from a hybrid simulation if the actuators

are commanded to load the specimen in a continuous fashion (Magonette 2001). The event-driven

procedure presented here attempts to minimize, if not eliminate, the hold phase in each integration

step.

A state transition diagram in Figure 4-5 shows the implementation of an event-driven ver-

sion of Nakashima and Masaoka's polynomial approximation method. This algorithm continuously
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updates the actuator commands under normal operation conditions and takes action for excessive

delays. This diagram consists of five states: extrapolation, interpolation, slow, hold and

free_vibration. The default state is extrapolation, during which the controller commands are pre-

dicted based on previously computed displacements while the integrator computes the next target

displacement. The state changes from extrapolation to interpolation when the controller receives

the next target displacement and generates the event D_update. Once this target displacement has

been realized by the physical sub-structure, an event D_target is generated, and subsequently tran-

sitions back to the extrapolation state after sending updated measurement to the integrator. 

Under normal operation conditions, the controller will continuously command the actuator

to move based on extrapolation or interpolation of know displacement values. The smooth execu-

tion of this procedure is then dependent on having a reliable network connection and selecting the

run time of each integration step sufficiently large for all required tasks to finish. Small variations

in completion times for these tasks will only affect the total number of extrapolation steps versus

interpolation steps.

The advantage of the event-driven approach is that logic can be programmed to account for

excessive delays. For example, if the system is in the extrapolate state over a specified time inter-

val, the actuator can deviate substantially or even exceed its target (Nakashima and Masaoka

Figure 4-5.  Finite state chart implementation of the polynomial extrapolation and interpolation 
algorithm with delay adjusting features.
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1999). Limits need to be placed on the number of steps allowed to extrapolate. A simple solution

is ordering a state change by throwing the event TimeOut to slow down the actuator. The slow state

continuous to extrapolate at a reduced velocity, thereby allowing more time to receive an update

from the integrator. Upon receiving the updated displacement, the interpolation state is activated.

If updated displacements are not received after a specified number of steps, the slow state needs to

TimeOut as well, placing the actuator on hold until the displacement is updated. Longer delays,

possibly due to the integrator crashing or a network failure, could indefinitely delay the controller

receiving an updated displacement, hence the hold state can also time out and force the system into

free_vibration or any other desirable state to dissipate the energy in the system and end the test.

The free_vibration state is intended to fully unload the structure based on locally stored mass and

damping ratio for the test specimen.

The sample finite state machine discussed above attempts to carry out a continuous hybrid

simulation and hold the actuator only if excessive delays are experienced during the experiment.

Different methods can be explored to deal with delays, or other complexities that may occur during

a hybrid simulation experiment. Other events, such as limit-detects and hydraulic interlocks, are

handled by the servo-hydraulic controller hardware and need not be dealt with here at this time.

4.4.3 Reduction in Simulation Time

In addition to applying a continuous load trajectory on the experimental specimens, there

is another advantage to the proposed event-driven method. The run-time of the test can be con-

trolled to some extent, and in many cases reduced as compared to the traditional ramp-and-hold

procedure. The polynomial extrapolation procedure moves the actuator towards the predicted

target while the network transmission and integration tasks are carried out. Once the local control-

ler receives the displacement target, the actuator should be approaching the target if the predictor

scheme is successful. Given limits on actuator velocities, as is the case for loading large scale spec-

imens, much less time is required to reach the target displacements after the advancements made

by the predictor scheme. In addition, the ramp-and-hold loading procedures requires some settling

time at the target displacement.
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4.5   SUMMARY

A control scheme was presented for the implementation of hybrid simulation algorithms.

The controller features a configurable architecture that allows for multiple-substructure testing on

site or through the network. Test can be conducted at slow rates or approach real-time rates, where

the speed is limited by the size of the numerical model and the rate capacity of the servo-hydraulic

actuators.

The control scheme is also able to include logic developed through visual state chart pro-

gramming to deal with uncertainties associated with implicit integration algorithms and network

latencies. The effectiveness of state chart programming was demonstrated through a simple exam-

ple that handled delays while minimizing force relaxation in the experimental test specimen. This

example serves as a starting point in finding effective ways to deal with problems that may arise

during a complex hybrid simulation experiment. More advanced methods are being explored to

deal with complexities that can occur during a real-time hybrid experiment.
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5 Facilities for Hybrid Simulation

5.1   INTRODUCTION

In this chapter, the experimental facilities used for the hybrid simulation conducted as part of this

research are described. The testing system was designed for the implementation, testing and eval-

uation of hybrid simulation algorithms using a reduced scale apparatus. An on-line computer with

real-time capabilities for hybrid simulations using slow continuous testing procedures and methods

approaching real-time testing rates is included in this system. Methods for integration of the equa-

tion of motion, substructuring techniques, and techniques for error reduction can be implemented

and verified experimentally. Additionally, the test system can be configured for multi-substructure

testing, either locally or remotely distributed through the network. 

Two identical experimental specimens and supporting hardware form part of the hybrid

testing setup. Each specimen can be loaded by a dedicated actuator controlled by a computer that

can also execute the hybrid simulation algorithms. The components of the test setup are described

in Section 5.2 and the overall system architecture enabled for hybrid simulation is described in Sec-

tion 5.3. The extension of this system for distributed testing applications and the network protocol

is described in Section 5.4. The integrated hybrid simulation testing system is characterized in Sec-

tion 5.5 to determine its limitations.

5.2   EXPERIMENTAL SETUP

The test setup consists of a PC with the dSPACE ACE 1104 Hardware Kit (dSPACE 2001), a

servo-control and data acquisition system, two 12-kip hydraulic actuators, two test specimens and

two reaction frames. A picture of the experimental setup is shown in Figure 5-1. Each reaction

frame supports an actuator and cantilever specimen. The instrumentation frame to the right of the

setup provides a fixed point of reference for measuring the absolute displacements.
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5.2.1 Test Specimens

Each identical test specimens consist of a cantilever column with an idealized plastic hinge con-

nection at the base (van Dam 2000). The S4X7.7 column is 50 in. in length and welded all around

at the base to a 9 in. by 9 in. plate of 1 in. thickness. The actuator is attached to the strong axis of

the column at a distance of 42 in. from the base plate. The base plate is bolted to a specially

designed clevis, which behaves as a plastic hinge zone of a steel beam. 

A close-up photograph of the plastic hinge connection is shown in Figure 5-2a. The dimen-

sions of the clevis and the coupons are shown in Figures 5-2b and 5-2c, respectively. The coupons

are bolted to the clevis at both the top and bottom plates. The bottom attachment consists of the 1.5

in. threaded end of the coupon inserted into the 1-in. deep threaded hole of the clevis plate. The

remaining 1/2-in. thread is used to tighten the connection with a nut. At the top end, the coupon is

fastened both under and above the two bolted plates by nuts. The center-to-center distance between

the coupons is 5.75 in.

The non-linear moment-rotation response at the clevis is obtained by a pin bridged with a

pair of off-centered coupons. The pin connection provides the resistance to shear and axial load at

the base while the coupons form a moment resisting couple. The pair of coupons emulate the

behavior of column flanges. When loaded beyond the elastic limit, the coupons yield in tension or

Figure 5-1.  Small scale experimental setup for hybrid simulation
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buckle in compression under the moment couple. The rest of the cantilever column remains within

the elastic deformation range based on a capacity design approach. After a non-linear test, the inex-

pensive coupons can be easily replaced to begin a new test. The specimens provide good repeat-

ability from tests to test and allow for the modeling of many types of behavior including brittle or

ductile behavior with strength and stiffness degradation. Additionally, shake table tests data of a

moment resisting frame utilizing these idealized plastic hinge connections is available to confirm

their behavior under seismic loading (Rodgers and Mahin 2002). 

The combined behavior of the beam and clevis was characterized by subjecting the speci-

men to cyclic loading at various amplitudes. Based on an approximate yield displacement, , of

0.5 in., the load history consists of two cycles at each of the following amplitudes: 0.5 , , 2 ,

, 3 , 4 , 5 , . The applied load history is shown in Figure 5-3a with a cyclic loading rate

of 0.02 Hz. This rate of loading is representative of the slow rates of testing expected for hybrid

a. non-linear connection b. dimensions of clevis (in.)

c. dimensions of coupon (in.)

Figure 5-2.  Non-linear connection of cantilever column specimen
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tests over an Ethernet network. The displacements applied to the cantilever specimen were less

than three inches in each direction to conform with the limits of the displacement measurement

devices. 

a. displacement history

b. hysteresis

Figure 5-3.  Behavior of cantilever column specimen subjected to cyclic loading
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The measured resisting forces of the cantilever specimen subjected to the cyclic load his-

tory are shown in Figure 5-3b. Based on this data, the initial stiffness of the test specimen was esti-

mated as 2.8 kip/in. with a peak resisting force of 1.8 kip. During the quasi-static test, the coupons

buckled in compression as can be seen in Figure 5-4. The buckled shape of the coupons curve

inwards towards the clevis as a result of the combined compression and rotational deformations at

the top end restraints. The permanent damage to the coupons results in both strength and stiffness

degradation evident in the measured resisting forces in Figure 5-3b. 

5.2.2 Servo-Hydraulic Actuators

The test specimens are loaded using two identical 12-kip servo-hydraulic actuator with a 15 in-

stroke. The actuators have trunion mounts with a thru rod and are double acting, having equal areas

of the piston subjected to hydraulic pressure when the actuator is moving in either direction. The

effective piston area subjected to hydraulic pressure is 4.22 in.2. The servo-valves are rated at 25

gallons per minute at 1000 psi and are connected to a hydraulic supply line maintained at 3000 psi

by a local one-gallon accumulation system. The actuator is trunnion mounted to the reaction frame

at the rear end of the cylinder body by fitted clamps tightened to allow rotation with minimal back-

Figure 5-4.  Buckled coupons in non-linear clevis connection
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lash in the connection. At the specimen end, the piston thru rod is screwed to an aluminum load

cell followed by a uni-directional clevis. The clevis is bolted to the two plates clamping the canti-

lever specimen.

For identification purposes, the actuator near the back wall is labeled as Actuator1 and con-

nected to channel 3 of the servo-controller. Actuator 2, shown at the forefront in Figure 5-5, is con-

nected to channel 2 of the servo-controller.

5.2.3 Reaction Frame

A self-equilibrating reaction frame was designed to support the actuators and specimens under

static and dynamic loading conditions. The frame was designed to remain elastic when loaded to

full capacity with up to two 12-kip hydraulic actuators. However, some elastic deformations were

permitted, mainly for future studies evaluating the dynamic interaction of the reaction wall with

the actuator and specimen. Additionally, the test frames were designed to cover a range of stiffness

and period ratios between the reaction frame and the specimen that are expected for large-scale

testing. The expected dynamic properties of the reaction wall and specimen were obtained from an

analysis of different wall configurations and sample specimens using the reconfigurable reaction

wall of the Berkeley NEES facility (Stojadinovic et al. 2002). 

Figure 5-5.  Photograph of servo-hydraulic actuator
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The reaction frame base consists of an 8 ft. W14X176 beam with two through holes 6 ft.

apart for post-tensioning to the strong floor. The web is reinforced by five 1-in. thick stiffener

plates welded on each side. The reaction column consists of two MC12X40 channel sections pro-

viding for an effective moment of inertia of 468 in.4. Each channel section is welded to the top and

bottom flanges of the base beam and the two the stiffener plates positioned at the edges of the col-

umn. Additionally, the channel sections are welded to a 3/4 in. plate at the top to prevent the col-

umns from twisting. The 27X27 in. top plate also serves as a platform for adding mass to the

reaction frame to modify its dynamic properties.

System identification of the reaction frame by free and forced vibration tests determined

the fundamental frequency to be 37 Hz, which is sufficiently higher than the frequency range of

interest for seismic testing. It was also experimentally verified that the frequency of the frame can

be reduced to 23 or 18 Hz by adding 0.5 kip or 1 kip of mass to the top plate.

5.2.4 Instrumentation

Instrumentation provides the feedback for the two inner closed loops shown in Figure 4-3. Dis-

placement measurements are used for the servo-hydraulic control loop and force and displacement

measurements are recorded by the local digital signal processor (DSP), which collects the data for

the hybrid simulation algorithms. A list of the instrumentation used in the experimental setups and

the corresponding channel numbers are listed in Table 5-1. The table lists the channels from the

ATS servo-control system and the dSPACE DSP used for signal generation. It should be noted that

the dSPACE channel listings correspond to the local testing configuration using a single on-line

computer. The instrumentation and command channels corresponding to Actuator 2 are moved to

the second on-line computer for distributed multi-substructure network testing.

Two principal instruments are used to measure the response of each cantilever specimen.

A  kip load cell between the actuator and the specimen shown in Figure 5-5 measures the

resisting force. A  in. displacement transducer located on the instrumentation frame shown in

Figure 5-1 measures the absolute horizontal displacement. The free-standing instrumentation

frame is used to remove the effect of backlash in the actuator clevis and flexibility in the reaction

frame from the measured data by providing an absolute frame of reference. A secondary  in.

displacement transducer attached to the reaction frame underneath the actuator also measures the

128
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displacement of the actuator. The additional instrument is necessary to cover the complete 15 in.

stroke of the actuator. If control of the actuator is lost and the  in. displacement limits of the

primary device are exceeded, control of the actuator can be retained by switching the feedback

device in the control loop to the  displacement transducer.

5.2.5 Servo-Hydraulic Control System

The basic system used for load controlled quasi-static testing at the UC Berkeley Earthquake Engi-

neering Research Center was also utilized for hybrid simulation. The system consists of a 386 PC

running Window 3.1 to conform to legacy software developed by ATS for management of the

servo-control and data acquisition hardware. Through the D/A and A/D converters, the computer

interfaces with a 4-channel analog servo-valve controller manufactured by MOOG and sixteen

channels of data acquisition equipped with PACIFIC INSTRUMENTS signal conditioners. A pic-

ture of the servo-hydraulic control system is shown in Figure 5-6. 

Primary control of the actuator is handled by the software through a digital implementation

of a Proportional-Derivative control algorithm. The computer sends the control signal based on the

error (difference between command and measured displacement) and its time derivative to the

MOOG servo-controllers, which then generates the appropriate electrical signals to command the

Table 5-1. List of instrumentation

Channel No. Instrument
Description

ATS dSPACE Type1 Range Units

0 NOVO in. axial displacement of actuator 1

1 NOVO in. axial displacement of actuator 2

2 ADC2 LC kip axial load in actuator 1

3 ADC4 LC kip axial load in actuator 2

4 DAC1 D/A in. command signal for actuator 1

5 DAC2 D/A in. command signal for actuator 2

6 ADC1 DCDT in.
absolute displacement of cantilever specimen 1 at 
actuator elevation

7 ADC3 DCDT in.
absolute displacement of cantilever specimen 2 at 
actuator elevation

1. NOVO = Novotechnik position transducer, LC = load cell, D/A = digital to analog converter output from 
dSPACE, DCDT = direct current displacement transducer

108

108

128

128

38

38

38

38

38

108
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servo-valve. A control strategy utilizing the time integral of the error signal is not implemented in

this controller. The feedback signal for closed-loop control can be obtained from instruments

attached to any of the sixteen data acquisition channels, including linear combinations of these

channels. The servo-control software provides the necessary functions to safely run servo-hydrau-

lic actuators such as limit detects with automatic hydraulic shutoff, a function generator for com-

manding load histories and a recorder for data acquisition. However, the test system does not

include the capabilities for on-line computation necessary to implement hybrid simulation algo-

rithms. A second computer (DSP) was integrated with this system to provide these capabilities.

5.2.6 On-Line Computer

The on-line computer consists of a PC running the Windows 2000 operating system and the Math-

works (2003) software: Matlab, Simulink, Stateflow and Real-Time Workshop. This computer is

complemented by the dSPACE ACE KIT 1104, which includes a Texas Instruments DSP

TMS3220F240 on a PCI board with a 250 MHz processor and 32 MB of RAM, software for com-

munication and control of the DSP from the host computer, and software for downloading and run-

ning Simulink models for real-time applications. The DSP is able to interface with analog devices

through an external connector panel with 8 D/A output channels, 8 A/D input channels. A photo-

graph of the host computer and the dSPACE hardware is shown in Figure 5-7

a. front view b. back panel 

Figure 5-6.  Photograph of servo-control computer and data acquisition system
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The on-line computer was integrated with the existing servo-hydraulic control system using

the least intrusive means, although not the most efficient. The difficulty in integrating the two sys-

tems is that the existing servo-controller is not equipped with an analog input for external function

generation of actuator commands typical of many controllers. Instead of physically altering the

internal wiring to obtain such and input, a different approach was taken to convert the existing load

control test setup to a hybrid simulation enabled test system. The dSPACE command signals were

calibrated to the same volt-displacement ratio as the feedback displacement transducer and this

analog output was connected into the data acquisition channels on the servo-controller. The net

feedback for the actuator was then selected as the difference of the displacement feedback mea-

surement and the input command from dSPACE. As can be seen from the control feedback dia-

gram in Figure 5-8, the resulting error signal will move the actuator according to dSPACE

command signal while the ATS command remains constant. One drawback to this approach is that

the command first goes through a signal conditioner where the filter process delays the signal. This

testing setup was found to work well only for slow rates of testing.

To enable hybrid simulation with the on-line computer, measured data from the experimen-

tal setup is required as feedback. Analog signals of the measurements for all data channels are

available through back panel connectors of the data acquisition system. These banana type connec-

tors provide the filtered signals from the signal conditioners which were routed to the A/D inputs

a. two host computers b. DSP PCI card with connector panel

Figure 5-7.  On-line computer with real-time capabilities for hybrid testing
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in the DSP connector panel. A direct connection between the two systems resulted in an electrical

noise signal being generated by dSPACE, resulting in large amplitude noise in the digitized mea-

surements. To eliminate this effect, a second signal conditioner was added between the servo-con-

trol system and dSPACE, at the expense of additional filtering delays in the control loop.

5.3   EXPERIMENTAL SYSTEM FOR HYBRID SIMULATION

Using the experimental equipment described above, the hardware was configured based on the

architecture described in Chapter 4. Using the three-loop control scheme, the ATS software and

the MOOG analog servo-control cards carried out the servo-control loop, the signal generation task

was executed in the dSPACE real-time DSP, and the integration task was handled by a standard

PC (host to the DSP) running Matlab. Two different setups were configured: one for local testing

and the other for distributed testing over the Internet. The two configurations are described in the

sections that follow. 

A third configuration was also implemented where the integration and signal generation

tasks were both implemented in the real-time processor. This latter configuration, similar to that

used by Nakashima and Masaoka (1999), allowed for faster rates of testing. Real-time testing rates

were not possible with the existing actuators because of the cut-off frequency limit described later

in Section 5.5.1. Only the three-loop configurations for local and network testing are described in

this report.

Figure 5-8.  Feedback diagram for commanding actuators from the DSP.
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5.3.1 Local Configuration

The configuration for local testing consists of single PC hosting the DSP, the servo-control

and data acquisition system, and the two experimental test specimens. The integration of the equa-

tion of motion for the structural model is handled by the host PC processor and the signal genera-

tion task is handled by the DPS on the PCI bus. The integration algorithm running in Matlab can

read and write directly to the memory of the DSP through the PCI bus interface. The DSP commu-

nicates with the servo-control system by sending analog command and receiving analog feedback

signals as explained in Section 5.2.2. The hardware configuration layout for local testing is illus-

trated in Figure 5-9.

5.3.2 Network Configuration

For distributed network tests, it was necessary to modify the configuration of the on-line computer.

The signal generation task remained in the local DSP to maintain deterministic update rates to the

servo-controller. The host on-line PC served to relay information coming in from the remote anal-

ysis PC via Ethernet to the DSP. The integration algorithm was moved to a separate PC with

Matlab and Ethernet capabilities. Thus, the host PC did not have an active role: this is the principle

difference compared to the local test configuration. The communication link between the DPS and

the servo-controller remained the same.

Figure 5-9.  Hardware configuration for local testing
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The hardware configuration layout for distributed testing is illustrated in Figure 5-10. At

the experimental site, a second on-line computer was added to simulate a testing environment with

multiple remote substructures. Each of the two on-line computers shown in Figure 5-10 control a

single test specimen and communicate only with its corresponding substructure. Although the

servo-control system is shared, each test setup uses different channels for control and data acqui-

sition with no local coupling between the two. Each on-line computer has its own network identi-

fication IP number and, thus can be located anywhere on the Internet. Since the purpose of the

research presented here is the development of a distributed control system, the single physical loca-

tion for all the hardware simplified debugging of the network software. However, software devel-

oped in this local configuration can be directly applied to a hybrid simulation with multiple remote

substructures. The details of the network protocol are discussed in the section that follows.

5.4   NETWORK PROTOCOL

A connection between the analysis computer and the computers controlling the remote substruc-

tures is established using a Matlab toolbox for distributed processes (Andrade 2001, Rydesater

2001). This software first opens a Transmission Control Protocol/Internet Protocol (TCP/IP) con-

nection between one computer and multiple daemons in the Matlab environment. Once the connec-

tion has been established, the coordinating computer responsible for the numerical analysis of the

structural model can send and receive data from multiple remote computers. This allows the anal-

ysis engine to send commands and receive measurements from the remote sites.

5.4.1 Description of Communication

For distributed hybrid simulation, the amount of data that needs to be exchanged through the net-

work is relatively small, typically tens of double precision variables for multiple substructures.

However, the amount of time required for a computer to send a small amount of data to a remote

computer and receive a response can be substantial. In order to minimize the amount of time to run

a test over the network, the number of data transactions within each simulation step should be

reduced. Using TCP/IP for the transfer of data, a communication protocol was developed to

manage the exchange of data between the analysis site and remote hosts of the experimental sim-
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ulations. The purpose of this protocol is to attain a reliable working system and to test the effec-

tiveness of the distributed event-driven control scheme.

The communication protocol is divided into three sections: 

1. Initialization 

2. Execution of Test 

3. Termination of Network Connections 

Figure 5-10.  Hardware configuration for network testing
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The major steps in each of these tasks are listed in Table 5-2 for the three computers

involved in the distributed network configuration. The computer coordinating the overall simula-

tion is the numerical simulation computer, which communicates through Ethernet with the host

DSP computers at the remote sites. The host computer communicates with the DSP by reading and

writing to its memory and relays information back to the integrator. The servo-controller is not

included in the table since it plays a passive role in this process, accepting commands from the

signal generator at all times. 

In order to reduce the run-time of a simulation, the steps during the execution of the test are

minimized since this process can be repeated thousands of times. To this end, several steps are

involved in the initialization procedure to ensure that the network connection has been established

with the correct remote hosts and the controller is ready to accept commands. The TCP/IP connec-

tions opened during the initialization phase are maintained opened for the remainder of the exper-

iment.

For multiple remote substructures, the integration computer carries out a similar communi-

cation sequence with the other remote host computers starting with identifying the remote hosts

based on its IP number. The integration computer must receive a confirmation from all remote

experimental sites before moving on to the next step.

5.4.2 Characterization of Network

Simulations were carried out to characterize the behavior of the network for conducting distributed

hybrid tests. Two computers connected on the Internet were used for this purpose: the first com-

puter acted as the structural analysis site integrating the equation of motion and the second com-

puter simulated a remote substructure. The integration computer computes the response of single

degree of freedom linear structure using an explicit integration algorithm in the Matlab environ-

ment. The tasks of the remote computer are to receive a displacement value, multiply it by a given

stiffness and return the force value to the integrator. The remote computer simulating the test spec-

imen is also carrying out the computations in the MATLAB environment. Thus, this simulation

captures the time required to complete the tasks of integration and network communication in each

step. The tasks omitted from a real hybrid simulation include moving the actuators to the target dis-

placement and taking measurements. 



78

Communication between the analysis computer and the computer simulating the experi-

mental substructure is established using the Matlab TCP/IP toolbox. For these simulations, the

integration computer opens two communication ports with the single remote computer. One port

is used for sending data and the second is used for receiving data throughout the simulation.

Table 5-2. Communication protocol for network tests

Integration PC
Analysis Site

Remote Host PC
Experimental Site

Command Signal Generator
Experimental Site

INITIALIZATION

load analytical structural model
initialize network.... search for port 
at integration PC IP

Start up hydraulic power to actua-
tors and zero out loads. 
Start DSP...initialize set-point at 
current displacement and wait for 
command from host

initialize network... open ports and 
listen

found port... report own IP number... 
listen

identify substructure based on IP... 
request controller status

forward controller status... listen

if all controllers are ready... start

EXECUTION OF TEST 
(repeat until simulation time has elapsed)

compute  and send

listen for update write  to DPS memory

listen for update interpolate towards 

target reached... measure 

read  from DSP memory and 

send to integrator

extrapolate towards predicted target 
and listen for update

read , update structural 

response
listen for update

TERMINATION OF NETWORK CONNECTIONS

request to close connections shut down hydraulic power

close connections

close port

di 1+

di 1+

di 1+

ri 1+

ri 1+

ri 1+
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Network communication time measurements from a local area network configuration

(LAN) and a wide area network configuration (WAN) are demonstrated. In the LAN configuration,

both computers are on the same sub-network in RFS. In the WAN configuration, one computer is

located at RFS and the other at the UC Berkeley campus. A network trace showed that three routers

are used to link RFS and UC Berkeley. A baseline time was also established by directly connecting

the two computers using a twisted-pair wire to cross-over their Ethernet ports. The direct cross-

over configuration determines the time it takes for both computers to carry out their computational

tasks and send and receive data through Ethernet. The use of additional network hardware, such as

a hub, is also investigated in the LAN configuration.

The randomness associated with network transmission time and the Matlab environment is

shown in Figure 5-11 for 500 simulation steps. The four plots demonstrate the different network

configurations listed in the subtitles. The four subplots in Figure 5-12 show the histograms corre-

sponding to the time histories plotted in Figure 5-11. The configuration used for Figure 5-11a is

the Ethernet cross-over cable. Figure 5-11b shows that the same two computers connected over the

LAN have a similar time distribution as the direct cross-over connection. The histograms in Fig-

ures 5-12a and 5-12b verify that there is negligible time delay within the LAN. The major delays

result from Matlab and internal operations in the computer to transfer the data through Ethernet.

For both configurations, the average step duration is 0.208 seconds. 

The data in Figure 5-11c examines the effect of additional hardware in the network by

repeating the LAN test with and additional NetGear DS108 Hub in the loop. For this case, an

increase in delayed steps is evident from the histogram in Figure 5-12c when compared to Figure

5-12b.

Figure 5-11d demonstrates the behavior of a WAN, where one computer is located in RFS

and the other in Davis Hall. The distribution of the step time is shown in Figure 5-12d. The effect

of the additional three routers is that each simulation step takes longer on average and frequent

excessive delays are experienced. The average step takes 0.286 seconds and range from a minimum

of 0.16 to a maximum of 1.26 seconds. The minimum value is similar to the crossover cable con-

figuration, which indicates that no delays are experienced in the routers for these steps and that

communication over an uncongested WAN can be efficient.
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a. Ethernet crossover cable

b. RFS LAN

c. RFS LAN with Hub

d. RFS and Davis Hall

Figure 5-11.  Time duration of 500 steps of hybrid simulation using various network configura-
tions
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The histograms can be used to derive or fit a statistical distribution to estimate the expected

duration of a simulation step. However, the distribution is likely to vary with time and day, depend-

ing on the network congestions. As a result, a completely different set of parameter may be

obtained from various trial run. Instead, a simpler approach is taken to model the random behavior

of the network. Figure 5-13 plots the cumulative number of steps completed within a specified time

for the test between RFS and the UC Berkeley campus. From this plot, a target percentage of steps

that will be completed within an allowable time can be estimated. The timing scheme for the event-

driven controller can be selected accordingly. For example, if the goal is to allow 95 percent of the

steps to complete without having to slow down the actuator, then 0.6 seconds should be allocated

a. Ethernet crossover cable b. RFS LAN

c. RFS LAN with Hub d. RFS and Davis Hall

Figure 5-12.  Histograms of data in Figure 5-11
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for network communication. However, no guarantees can be made that during the actual experi-

ment, the network and computers involved will complete the tasks as expected or within a maxi-

mum time. In fact, network delays as long as 20 seconds have been observed in one step.

A further statistical analysis of the network timing is not presented because the fitted dis-

tribution variables are trial-dependent. Also, sufficient data is not available at this time to reason-

ably characterize the network behavior. Experiments conducted within more distant facilities are

likely to have a wider distribution since more routers will link the network travel path. The data

presented here was obtained using computers located relatively close in terms of distance and the

number of routers in the network path.

5.5   SYSTEM CHARACTERIZATION

The reliability of the results from a hybrid simulation are highly dependent on the performance of

the experimental setup. The servo-hydraulic system should be able to correctly apply the command

displacements or forces on the experimental substructures and obtain accurate measurements of the

specimen response. The performance of the servo-hydraulic system depends on the flow capacity

of the pumps, the accumulation system, and the size of the hydraulic actuators. Limitations

imposed by the servo-hydraulic system play a significant role in selecting the scale size of the

experimental specimen based on the maximum loads that can be applied. Also, the rate of testing

is limited by the dynamic performance of the actuator, which can be characterized by its frequency

Figure 5-13.  Cumulative number of completed simulation steps vs. time
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response function and maximum velocity. In order to conduct a real-time test, it is necessary for

the actuator to track the command signal accurately within the entire frequency range containing

the natural frequencies of the structural model and the input excitation. In addition, the the response

lag of the actuator must be sufficiently small to effectively apply compensation techniques.

In order to determine the capabilities of the experimental setup, the dynamic response of

the actuators were further investigated. To this end, the transfer function of the desired displace-

ment to the measured displacement was estimated using experimental data. The data transfer rates

between the different computers involved in the experimental setup were also examined. The char-

acterization of the complete hybrid simulation test system provides the information necessary to

determine the practical rates of testing using this setup.

5.5.1 Dynamic Response of Actuator

To determine the limitations of the experimental setup, the dynamic performance of the actuators

to commands from the dSPACE DPS was characterized. The performance of the actuator is mainly

dependent on the payload mass and the controller gain settings. Other servo-hydraulic equipment

such as accumulators may also limit the system performance. In terms of tuning, the user adjustable

settings for this system are the controller gains set in two places: (1) digital inputs in the software

for proportional-derivative control and (2) an analog turn screws in the MOOG servo-valve driver

cards, which serves as a proportional gain. The digital gains were set as follows: proportional gain

 and derivative gain . It was difficult to obtain a precise setting of the

variable analog gains, so they cannot be exactly specified. In the configuration used for these tests,

the MOOG servo-control cards were measured to give a servo-valve command signal of 0.0023

amp/volt. It should be noted that these gain setting were not tuned to optimize the dynamic perfor-

mance of the actuator. The primary goal was to minimize overshooting to a command displace-

ment, for example, to a step response. This criterion was selected to insure that the target command

displacement was not exceeded during the hybrid simulations.

In the system identification of the actuator response, the input command signal was gener-

ated by the DSP and the output signal was measured from the absolute displacement transducer

digitized by the DSP. The data collected by the DSP was used to estimate the transfer function of

the actuator response since the DSP reports measurements back to the integrator. The DSP update

Kpro 0.5= Kder 0.25=
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rate for the command generation and measurement sampling rate was set to 1000 Hz. Since the

response of the actuator is sensitive to the payload mass, the cantilever specimen was attached to

the actuator during the characterization tests. The coupons were omitted from the experimental

setup in order to simulate the specimen mass without displacement-dependent resistance.

The transfer function describing the dynamic response of the actuator was estimated from

measured data. The frequency response of the output command signal was divided by the fre-

quency response of the input response measurement signal to determine both the amplitude ratio

and phase between the input and output White noise and sine sweep command signals were used

as the inputs for this purpose.

The transfer function for a white noise input is shown in Figure 5-14 for both actuators. The

plots shown are the result of 32 averages of measured data sampled at 1000 Hz over a period of

100 seconds. The noise in the plot is the result of computing a transfer function from experimental

data, largely due to the division operation on two numbers determined from measured data. The

denominator can be close to zero if the computed Fourier amplitude of the signal is low at a par-

ticular frequency, resulting in a large transfer function amplitude ratio. The data also appears

coarse because the plot is focused on a frequency range of 0-10 Hz whereas the complete range is

0-500 Hz for the 1000 Hz sampling rate. 

A smoother transfer function is obtained from the measured response of the actuator to a

sine sweep signal as shown in Figure 5-15. A comparison of Figures 5-14 and 5-15 shows that both

sets of experimental data predict similar dynamic characteristics; the amplitude and phase have

similar trends. The amplitude appears to decay from unity after 2 Hz, indicating that the actuator

does not respond well to frequencies beyond this range. This limiting frequency indicated by the

transfer functions is commonly referred to as the cutoff frequency. The measured cutoff frequency

is relatively low for these actuators because of the low control gain settings and the limited flow

capacity of the servo-valve.

5.5.2 Delay in Actuator Response

Critical to the results of hybrid simulation is the delay in the response of the actuator. For the setup

described here, the total delay of interest is between a digital command generated by the DSP and
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the digitized measurements correspond to the feedback. The following sources of delay were iden-

tified in the hardware configuration:

1. D/A conversion of command signal

2. signal conditioning filter delay of command delay

3. servo-valve and actuator response delay

4. signal conditioner filter delay of measurement

5. second signal conditioner filter delay of measurement (required for buffering)

6. A/D conversion

a. transfer function amplitude

b. transfer function phase delay

Figure 5-14.  Transfer function computed from white noise input
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As a result of wiring configuration between the DSP and the servo-control system in this setup,

items 2 and 5 are additional delays that are not common in typical system.

To measure the actuator delay, a refined sine-sweep test was conducted. Figure 5-16 shows

the experimental transfer function obtained from the measured response of Actuator 1 to a 100

second sine sweep signal with a 0.1 in. amplitude and frequencies ranging from 0.01 Hz to 2 Hz.

The transfer function amplitude ratio shows a desirable response close to unity for the range of fre-

quencies shown. As the loading frequency approaches 2 Hz, there is an undershooting error of

approximately 10 percent. The angular phase delay between the input and output signals increases

at a linear rate with frequency, which suggests a constant time delay in the response of the actuator.

a. transfer function amplitude

b. transfer function phase delay

Figure 5-15.  Transfer function computed from sine sweep input
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Using a least-squares fit, a first order polynomial was fitted to the phase delay, from which the time

delay was estimated to be 90 milliseconds. A similar investigation on Actuator 2 resulted in a cal-

ibrated time delay of 78 milliseconds.

The measured delays in the response of the actuators are much larger than typically

expected for a servo-hydraulic actuators. Values as low as 7 milliseconds have been reported by

other researchers (Horiuchi et al. 1999). To further investigate the delays, the controller gains were

tuned to improve the dynamic performance of the actuators. The digital gains were increased to

 and . The resulting transfer function is shown in Figure 5-17. The phase

delay clearly shows an increase in performance with the time delay reduced from 90 to 38 milli-

a. transfer function amplitude

b. transfer function phase delay

Figure 5-16.  Experimental transfer function of actuator with gains Kpro=0.5 and Kder=0.25
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seconds. However, the amplitude of the transfer function increased to about 1.1 at 2 Hz. With these

gain settings, the actuator is likely to overshoot a target displacement command. Additionally, the

cutoff frequency of the actuator increased to approximately 5 Hz. Unfortunately, in some cases, the

response of the actuator became unstable by responding with amplitude levels much greater than

the input signal. To reduce the overshooting errors and, more importantly ensure stability, the ini-

tial gains (  and ) were reset prior to conducing hybrid experiments.

The measured delays correspond to a 1000 Hz command update and sampling rate in the

DSP. Although 1000 Hz is significantly faster than necessary for the frequency response range of

the actuators, a reduction in the sampling rate will increases the effective time delay of the actuator

a. transfer function amplitude

b. transfer function phase delay

Figure 5-17.  Experimental transfer function of actuator with gains Kpro=1.0 and Kder=0.5
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measured by the DSP. It is worth mentioning that the data collected directly on the servo-control

system predicted delays approximately 5 milliseconds less than those predicted by the data col-

lected on the DSP. The difference is likely due to the additional signal conditioners necessary to

transfer data between the DSP and the servo-controller. 

5.5.3 Data Transfer Rates

The time delays and frequency response characteristics of the actuator limit the rate of testing for

a hybrid simulation. There are also other tasks that must be considered in selecting the time scale

for an experiment, namely computational time and the communication time between the numerical

and experimental components. For hybrid simulations, the actuator commands are computed in the

integration task and are transferred to the actuator controller. The experiments in Section 5.5.2

characterize the response of the actuator controlled from the DSP. In a single processor application

where the integration algorithm and the signal generation tasks are programmed into a single DSP,

the computational time and actuator characterization above provide sufficient data to characterize

the total system delays. For the three loop architecture, the data transfer rate between the integrator

and the DSP also needs to be considered. 

In the local testing configuration, the integration algorithm is executed on the processor of

the host PC. Therefore the transfer rate between the computer and the DSP located on the com-

puter’s PCI bus needs to be determined. Since the host computer is not based on a real-time oper-

ating system, the communication time can vary from step to step. Such timing depends on the

particular PC architecture, the operating system, and concurrently running applications. For the

PC’s used in this experiment, it was found that data transfers required for one simulation steps can

be completed within 0.1 seconds. 

For the network configuration, the integration PC needs to send data to the remote host

through Ethernet, then the host needs to relay the information to the DSP. Based on the character-

ization of the network in Section 5.4.1, the communication time using TCP/IP varies depending on

the location of the two computers involved. For a test between RFS and the UC Berkeley campus,

a time can be selected to accommodate a certain percent of the steps. It would be impractical to

select the maximum communication time from the simulations in Section 5.4.1 since this value can

vary from time to time. Steps with excessive delays can be handled by the event-driven controller.
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After investigating the delays and task times involved in a hybrid simulation, the rate of

testing can be determined. Note that the rate of testing is only important to the experimental simu-

lations, particularly when the test specimens exhibit rate dependent behavior and force relaxation.

Therefore, the critical time to be determined is the length of time it takes for the experimental site

to receive a target displacement update after applying the last target value. This period determines

the length of time the signal generation task predicts actuator commands before the additional slow

and hold states need to be activated. Only the communication and computation tasks need to be

considered; compensation techniques can be used to mitigate delays in the actuators. For the net-

work setup described between RFS and the UC Berkeley Campus, about 95 percent of the steps

can complete the required tasks within 0.7 seconds, including 0.6 seconds for computation and net-

work transmission and 0.1 seconds to pass the data from the host computer to the DSP.

5.6   SUMMARY

The components of the experimental test setup were presented and the performance of the system

was characterized. Of particular interest for hybrid simulation is the dynamic performance of the

actuators and the communication delays between the different computers involved in a simulation.

It was found that the actuators used in the experimental setup respond adequately to command sig-

nals with frequency content under 2 Hz. The time delay in the response of the actuators was deter-

mined to be 90 milliseconds for Actuator 1 and 78 milliseconds for Actuator 2. Based on the

measured frequency response and time delays, the dynamic performance of the actuators is not sat-

isfactory for real-time applications. Although the performance of the actuators can be improved by

tuning the control gains, the dynamic response is not sufficiently stable.

The communication time between the different computers involved in a local and distrib-

uted hybrid test was also investigated, including communication through the PCI bus and network

communication through Ethernet. For the DSP and the host computer considered, the time required

to exchange data was estimated to be 0.1 seconds. The characteristic of the network were shown

to be random and highly dependent on current usage. Based on the presented data, it was deter-

mined that 0.6 seconds should be allocated to the network communication task. The goal is to pro-

vide sufficient time to complete 95 percent of the steps using continuous testing methods; the

remaining steps with longer delays are handled by the event-driven controller.
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6 Geographically Distributed Network Tests

6.1   INTRODUCTION

The hybrid simulation test method for geographically distributed testing is experimentally verified

through tests conducted with substructures located at the UC Berkeley Campus and the Structural

Engineering Laboratory at the Richmond Field Station. The numerical analysis of a structural

model is carried out on a computer located on Campus and is linked to two independent experi-

mental substructures located at the structures laboratory using Ethernet and TCP/IP. The event-

driven distributed control architecture is implemented to manage the random communication

delays between the two sites. The results from the network tests are presented and compared to tests

conducted using a local hardware configuration that does not involve Ethernet communication, and

therefore has no large random delays.

6.2   STRUCTURAL MODEL

The structural model consists of an idealized two-degree of freedom shear-frame with two exper-

imental substructures representing the columns. The beams are assumed rigid and the deformations

are as shown in Figure 6-1. The columns have a point of inflection mid-height of the story under

the assumed deformation constraints, allowing for the extraction of two simple experimental sub-

structures. The resisting shear force for each story can be obtained experimentally by testing half

of a column configured as a cantilever transversely loaded by an actuator. The other column in each

story is assumed to behave the same as the tested column. The two identical test specimens

described in Chapter 5 are used to represent the two experimental substructure columns.

The structural model is not intended to represent a real structure, instead this model was

selected based on its ability to demonstrate the proposed test procedure and allow for the inexpen-

sive repetition of linear and non-linear tests.
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6.2.1 Equation of Motion

The equation of motion for the structural model subjected to a ground acceleration, , is

(6.1)

The restoring forces vector is obtained from experimental measurements of the two substructures.

There are no numerical substructures providing displacement-dependent resisting forces. Prelimi-

nary characterization tests of the physical column models reveal that the initial stiffness is approx-

imately 2.8 kips/in. Based on the properties of the experimental elements and the mass assigned to

the shear frame in Figure 6-1, the resulting vibration periods of the structure are 0.62 seconds and

0.24 seconds for the first and second mode, respectively. The damping matrix is specified as stiff-

ness proportional with 5 percent of critical damping in the first mode. This damping ratio was

selected to quickly decay the free vibration response of the structure.

The equation of motion for the structural model is solved using Newmark's explicit integra-

tion algorithm implemented for hybrid testing (Section 2.4.1). This algorithm was selected because

it is simple to implement and its stability limits are suitable for the structural model under consid-

eration. For each simulation time step, the integration task computes the next target displacements,

Figure 6-1.  Idealized two-story shear frame with two experimental substructures
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carries out the transformation between the global degrees of freedom and the substructure degrees

of freedom, sends the displacements to the experimental substructures, and waits until the restoring

force measurements are returned. The transformation between the global degrees of freedom,

, and the actuator degrees of freedom, , is given by 

(6.2)

where only half of the story displacements are applied to the half-column experimental models.

The transformation matrix, , is given by 

(6.3)

The DSP providing the local command generation to the experimental substructures

receives the target displacements, , from the integrator and sends a calibrated signal to the

servo-hydraulic controller. The resisting forces are measured upon reaching the target displace-

ment and sent to the integrator. The actuator forces are transformed to the global structural degrees

of freedom by 

(6.4)

The vector  contains the restoring forces at the structural degrees of freedom and the

measured actuator forces are contained in the vector . The measured shear forces are doubled

to account for the relation between the cantilever column model and the two fixed-beam columns

in the prototype model. 

6.3   TEST PROTOCOL

The parameters specific to the tests presented here are the forces applied to the structural model

and the actual time allotted for each simulation time step. The selected ground motions and time

scale factors are discussed below.
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6.3.1 Ground Motion

The combined experimental and analytical structural model was subjected to a cosine pulse and a

historical earthquake acceleration record. The cosine pulse is useful to observe the behavior of the

structure excited primarily in its first mode of vibration. The short duration of the pulse also allows

for the examination of the response of the structure in forced and free vibration response phases.

The cosine pulse has a period of 0.6 seconds, which is near the fundamental frequency of the struc-

tural model, and a peak acceleration of 0.15 g. The cosine pulse acceleration history is shown in

Figure 6-2a.

The earthquake record serves to examine the performances of the hybrid simulation method

to a realistic input excitation. The ground motion selected is the NF01 near fault record obtained

from the SAC database (Somerville 1997). The ground motion was recorded during the 1978

a. cosine pulse

b. 1978 Tabas record scaled for elastic level simulation Tabas-50%

Figure 6-2.  Ground acceleration records for hybrid simulations
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Tabas, Iran earthquake and modified based on the SAC protocol to represent NEHRP soil type Sd.

The acceleration record was further modified for these tests using the length scale factor of 3 (time

scale factor of ). The amplitude scale of the test was also modified by 50 percent to obtain an

elastic level simulation (peak ground acceleration of 0.38 g) and by 150 percent to yield the spec-

imens and obtain a non-linear response (peak-ground acceleration of 1.13 g). The Tabas accelera-

tion history scaled to the elastic level simulation is shown in Figure 6-2b.

The response of the structural model to the cosine pulse was computed for 10 seconds at an

integration time step of 0.01 seconds for a total of 1000 simulation steps. The earthquake simula-

tion was allowed to run for 30 seconds using the same integration time step of 0.01 seconds. The

sequence of tests listed in Table 6-1 was carried out using the network configuration and then

repeated using the local hardware configuration. Since the experimental substructures were

intended to remain in the elastic range for the first two simulations, only one set of coupons was

used for the three simulations. After the three tests, the coupons were replaced before repeating the

test sequence under a different hardware configuration.

6.3.2 Task Timing

The overall experiment is coordinated by the integration task, but the rate of testing is managed by

the event-driven signal generation task executed on real-time platform. The task coordination is

shown in Figure 6-3 for the three tasks of integration, network communication and signal genera-

tion. The time scale at the top of the graph represents a single simulation step in the integration

algorithm. The time scales shown at the bottoms of the figure provide the time assigned to each

state in the event-driven controller for one integration time step. Note that the signal generation

Table 6-1. Test log for local hardware configuration and network configuration

Test
label

Excitation
Simulation 
time (sec.)

Description
Record

Length 
scale

PGA (g)

Cosine Pulse Pulse - 0.150 10 elastic response to cosine pulse acceleration

Tabas-50%  NFO1 3 0.378 30
elastic response to 1978 Tabas, Iran ground 
acceleration

Tabas-150% NFO1 3 1.133 30
non-linear response to 1978 Tabas, Iran 
ground acceleration

3
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task and the integration task are not completely synchronized in time, since the signal generation

step i+1 can start before the corresponding integration step i+1. 

Both the integration and network communication tasks are executed as fast as possible

using standard hardware. The integration tasks runs in the Windows-based Matlab environment

and the network communication is through TCP/IP, neither of which are real-time environments.

The DSP running the event-driven signal generation task runs in a real-time device and serves to

interface with the experimental setup. The only process concerned with the actual time of the sim-

ulation is the signal generation task, which determines the duration of each simulation step.

Figure 6-3 includes the task times assigned to the four states in the signal generation algo-

rithm. The total time for each step can vary depending on the allotted target time for each step, ,

and the combined duration of the integration task and network communication, .  is the time

it takes for the real-time signal generation task to receive a displacement update after reaching the

previous target displacement. For a smooth execution of the test,  should be less than the time

allotted to the extrapolate state. Longer delays activate the supplemental slow and hold states, con-

sequently extending the duration of the step.

The time scale factor for the event-driven tests was selected to insure that the experimental

elements are only subjected to the hold phase during steps with excessive delays. Based on the

system characterization in Chapter 5, each step was programmed for a desired actual run-time of

 seconds. This time scale was selected with the goal of having approximately 95 percent

of the steps execute without having to slow down the actuators. A step can take longer if delays are

experienced during the network communication. The same time scale expansion factor of 120 was

used for the local hardware configuration without an Ethernet network, although a much smaller

time step can be accommodated by the hardware. A local test can execute a step as fast as 0.2 sec-

onds without experiencing delays, but the same time scale was used to allow for a fair comparison

between the two hardware configurations.

Within each step, the extrapolation state executes up to 60 percent of the time or 0.72 sec-

onds. The slow state reduces the scaled velocity by half and runs until 80 percent of the step is com-

plete. This allows a maximum of 0.48 seconds to the slow state since the actual time scale is further

extended to twice the rate compared to the simulation time. The allowable time in the slow state is

exhausted after a total wait time of 1.2 seconds, after which the actuator is forced to hold indefi-

#ta

#tI #tI

#tI

#ta 1.2=
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Figure 6-3.  Task coordination for continuous testing over the Internet
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nitely until an update becomes available. The interpolation state is activated for the remainder of

the step after receiving updated data. 

6.4   SOFTWARE FOR EVENT-DRIVEN CONTROL

The event-driven signal generation task is implemented in the Mathworks’ (2003) Stateflow as a

module in Simulink. The finite state chart implementation of the event-driven scheme is show in

Figure 6-4. The real-time execution of the state chart is accomplished by setting the module to run

on a trigger activated by a real-time clock at a rate of 1000 Hz. Each time the event-driven process

is executed, the commands to the actuators are updated and measurements are digitized. The update

rate of 1000 Hz is sufficiently fast to obtain a smooth response from the actuators and minimize

time delays in the measurements. 

The finite state chart in Figure 6-4 is composed of two main parallel states, Counter and

Command, each of which has several sub-states. Both parent states are executed each time the

finite state chart is triggered by the real-time clock. The Counter state has the following functions:

increment the step counter, k, each time the chart is executed; check for displacement updates; and

broadcast events to the Command state. The Command state generates the actuator commands

based on its current sub-state and the step counter, k. Events to change the Command sub-state are

generated in the Counter state based on the counter, k.

The number of signal generation update steps in each integration time step is determined

by the parameter kmax, set to 1200 for the present application. Since the finite state chart is triggered

by a real-time clock at a rate of 1000 Hz, the counter, k, keeps track of the clock ticks in units of

milliseconds, thus the length of the integration step is 1200 milliseconds. The counter, k, is

increased by one each time the extrapolate state or interpolate state is executed and is reset to one

upon entry into the extrapolate state. The step counter is increased by 0.5 during the slow state and

remains constant in the hold state. This approach allows the counter to functions as a real-time

clock for generating a continuous command signal with the ability to slow down and pause to

accommodate the delays.

The command signal is generated using the polynomial prediction/correction procedure

based on the sub-step counter, k, and the maximum number of sub-steps kmax. The extrapolation

procedure is
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Figure 6-4.  Finite state chart program in Stateflow for event-driven control
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(6.5)

and the interpolation procedure is

(6.6)

where

(6.7)

The constant kcomp is used to compensate for the actuator time lag in units of milliseconds.

For the specific test setup used here kcomp is set to 95 for Actuator 1 and 85 for Actuator 2. These

values are about five percent higher than the measured lag in the actuators, but these settings were

found to best minimize the actuator tracking errors.

6.5   TEST RESULTS

The results from the hybrid simulations conducted locally and using the distributed hardware archi-

tecture are presented for the three selected input ground motions. The network tests are compared

to the local tests to verify the performance of the event-driven controller with and without delays.

6.5.1 Cosine Pulse Simulation

The computed displacement response of the two story shear frame subjected to the cosine pulse

acceleration record is shown in Figure 6-5. The displacement history computed during the network

simulation is compared to the results from the local test. The second story response is identical for

both test, but there is a small deviation between the two displacement histories at the first story

level. The first story drift computed during the network test has a greater amplitude at the negative

peak displacements, which propagates throughout the remainder of the simulation as a permanent

offset. There is also a progressively increasing phase shift between the two signals, suggesting a
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longer period for the structural model in the network simulation. A Fourier Transform of the two

displacement histories indicates that the first-mode periods are 0.615 seconds and 0.619 seconds

for the local and network tests, respectively. A one percent change in stiffness is required to cause

this change in period for a linear system. To examine the difference in response in more detail, the

behavior of the experimental substructures is examined.

The measured restoring forces are plotted as a function of the command displacement in

Figure 6-6 for both the local and the network tests. The data is scaled to the global structure degrees

of freedom, representing the inter-story drift and the story resisting shear forces. The second story

substructure model remains linear but there is a small amount of hysteresis in the first story sub-

a. second story relative displacement history

b. first story relative displacement history

Figure 6-5.  Displacement response of two story shear frame subjected to Cosine Pulse for local 
and network simulations
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structure model for both the local and the network simulations. The apparent offset in first story

drift between the two simulations is likely due to localized yielding in the experimental substruc-

tures. The response of the building structure is sensitive to the stiffness of the experimental sub-

structures because the computed response is in free vibration after 0.60 seconds.

The stiffness calibrated from a least-squares fit of the measured data (measured force vs.

measured displacement) are shown in the corresponding figures. The coupons used for the local

test resulted in a slightly stiffer cantilever specimen compared to the specimen in the distributed

configuration. The variation in specimen stiffness is likely responsible for the longer natural period

observed for the network test in Figure 6-5.

a. second story hysteresis in local test b. second story hysteresis in network test

c. first story hysteresis in local test d. first story hysteresis in network test

Figure 6-6.  Measured shear vs. drift for two-story frame subjected to Cosine Pulse
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6.5.2 Elastic-Level Earthquake Simulation Tabas-50%

The resulting displacements response of the two-story shear frame structure subjected to the

ground acceleration record Tabas-50% is shown in Figure 6-7. A direct comparison of the displace-

ment histories for the local test and the network test verifies that the distributed controller functions

effectively in the presences of communication delays. Figure 6-8 displays the measured shear

forces versus commanded displacements for both stories. The stiffness calibrated to the measured

data are shown in the corresponding figures. There is less than 1.2 percent variation in the column

stiffness. Unlike the cosine pulse test, the resulting displacement histories are very similar for both

stories. The effects of specimen variability is less pronounced for the earthquake excitation as com-

a. second story relative displacement history

b. first story relative displacement history

Figure 6-7.  Displacement response of two story shear frame subjected to Tabas-50% for local 
and network simulations
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pared to the pulse because the pulse response is predominantly in free vibration. Also, material

variability plays an insignificant role in the results for these tests because all four of the experimen-

tal substructures remained fully in the elastic range.

6.5.3 Non-Linear-Level Earthquake Simulation Tabas-150%

The results from the simulated response of the model structure subjected to the Tabas-

150% ground acceleration are shown in a similar format in Figure 6-9 and Figure 6-10. The first

story substructure was subjected to non-linear drift levels while the second story remained linear.

A comparison of the second story drifts for the local and network tests shows that the two time his-

tories are practically identical. The first story has a substantially larger permanent drift of 1.8 in.

a. second story hysteresis in local test b. second story hysteresis in network test

c. first story hysteresis in local test d. first story hysteresis in network test

Figure 6-8.  Measured shear vs. drift for two-story shear frame subjected to Tabas-50%
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a. second story relative displacement history

b. first story relative displacement history

c. difference in first story drift between the local and network tests

Figure 6-9.  Displacement response of two story shear frame subjected to Tabas-150% for local 
and network simulations
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for the network test compared to 1.3 in. for the local test. The difference in the computed first story

drift between the local and the network tests is shown in Figure 6-9c. The relative difference in drift

grows in a step-wise fashion with three major increments. The largest step increment in the relative

offset occurs between 5 and 6 seconds, corresponding to the maximum negative displacement. In

this region, larger forces are evident in the force-displacement response of the first story experi-

mental model for the network test in Figures 6-10c and 6-10d. The maximum first story shear force

recorded for the network test is approximately five percent greater than the corresponding force for

the local test. The observed difference in drift response is likely due to the variation in the strength

between the experimental specimens used for both simulations. It is well known that the non-linear

a. second story hysteresis in local test b. second story hysteresis in network test

c. first story hysteresis in local test d. first story hysteresis in network test

Figure 6-10.  Measured shear vs. drift for two-story shear frame subjected to Tabas-150%
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dynamic response of structures is sensitive to the yield strength of the structural components

(Chopra 1996). Apart from the permanent drift offset, the overall characteristics of the response

are in phase and exhibit similar relative characteristics.

It is important to note that the difference in specimen behavior shown in Figure 6-10 is not

a result of delays in the network test. The rate-effects and force relaxation caused by delays are

known to decrease the maximum stresses developed in steel structures (Shing and Mahin 1988,

Harris and Sabnis 1999). The opposite trend is show here, indicating that this phenomenon is likely

the result of variability in the installation of the coupons and material properties.

6.5.4 Performance of Event-Driven Controller

During the network tests, there were several instances when the DSP did not receive data

from the integrator by the required time and activated the supplemental slow and hold states. Figure

6-11 shows the distribution of the time taken for the DPS to receive data from the integrator after

reaching the last target displacement. The length of time captured in the figure is the integration

task time and the network communication time, shown in Figure 6-3 as . The results of the net-

work tests are shown for the 1000 steps of the Cosine Pulse and the 3000 steps of both earthquake

simulations. The dashed lines in the figure represent the limits where the slow and hold states were

activated according to the selected timing scheme in Figure 6-3. Table 6-2 summarizes some sta-

tistics of the network delays including the percentage of the steps in which the slow and hold states

were activated, the maximum delay during the test, and the total run time for the test. 

It is interesting to note from Table 6-2 that the test with the most delays (Tabas-50%) over-

ran the total target simulation time of 3600 seconds by only 67 seconds. More importantly, the

actuators subjected the experimental specimens to a hold phase for less than two percent of the sim-

ulation steps. The simulation Tabas-150% had less than half of the delayed steps compared to

Tabas-50%. The variation of delays between the two earthquake simulations is characteristic of the

network behavior and is likely due to variations in network congestion during the time the test was

executed.

#tI
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a. cosine

b. 50% NFO1

c. 150% NFO1

Figure 6-11.  Histogram of step duration during network tests
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6.5.5 Effects of Delays

Figure 6-12 provides a close look at the behavior of the yielded first-story substructure

during the network test Tabas-150% for steps that experienced delays. The complete displacement

history is repeated in Figure 6-12a as a function of the DSP real-time clock as opposed to the sim-

ulation time scale shown in Figure 6-9a. Note that the data recorded by the DSP is sampled at 100

Hz, or once every ten execution steps. Figure 6-12b shows the measured force versus measured

displacement data recorded by the DPS at the actuator degrees of freedom. The bold segment in

the displacement history near 1800 seconds and the bold segment in the corresponding force-dis-

placement plot indicate the region of interest. The remaining figures concentrate on the 20 seconds

of simulation highlighted in these two plots.

The state of the event-driven algorithm is shown in Figure 6-12c. The Y-axis marks the

(E)xtrapolate, (I)nterpolate, (S)low and (H)old states for 20 seconds of real-time. As indicated in

Figure 6-12c, the first few steps executed smoothly by switching directly from extrapolate to inter-

polate. At approximately 1785 seconds into the test, two short delays occurred followed by two

longer delays. The length of the delays are identified by the amount of time spent in the (H)old

state. The measured displacement history and force history are show for the same 20 seconds of

DSP clock time in Figure 6-12d and Figure 6-12e, respectively. The measured force history

together with the force-displacement data in Figure 6-12f illustrate the consequences of a hold

phase on the behavior of the experimental substructures. During the hold period, the displacement

remained constant as expected, but the force decreased in magnitude. The corresponding segment

of the hysteresis provides further evidence of force relaxation, particularly during the two long

delays. The circular markers on subplots c-f indicate the end of the simulation step where measure-

Table 6-2. Results of delays for network tests based on the measured task times for 
integration and network communication, #tI

Test
label

No. of 
steps

% of delayed steps
max( ) 

(s)

Total run
time (s)slow state hold state

Cosine Pulse 1000 9.2 0.6 1.76 1210

Tabas-50% 3000 12.4 1.7 6.59 3667

Tabas-150% 3000 5.9 0.9 5.90 3638

# tI

#tI 0.72- #tI 1.2-
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a. displacement under examination b. hysteresis under examination

c. state d. measured displacement

e. measured force f. hysteresis

Figure 6-12.  Behavior of experimental substructure during hold phase
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ments were taken for a step with a 0.2 seconds hold period. In this case, there is negligible force

relaxation and sufficiently accurate measurements were obtained. The 'x' marker notes the end of

the step with a much longer delay, resulting in a 4.7 seconds hold phase. Note from the force dis-

placement data in Figure 6-12f that the measured force value was taken while the specimen recov-

ered from the force relaxation. Consequently, the measured force used in the integration algorithm

includes errors. Steps in which the hold state was not activated provide a smooth force-displace-

ment response, including the delayed steps in which the specimen was only subjected to the slow

state.

6.6   SUMMARY

A hybrid simulation procedure for continuous real-time-based testing applications in the

presences of random network delays was implemented. The test method was verified using a two

degree of freedom structural model with two remote experimental substructures connected using

the Internet. The three loop distributed hardware architecture with an event-driven control scheme

was utilized to provide a fault-tolerant mechanism that minimizes force relaxation and rate-related

errors in the experiments.

An evaluation of the hybrid simulation results confirms that the distributed hardware archi-

tectures is able to adequately execute a test on a distributed structural model. The elastic-level net-

work test results using the Cosine Pulse and a historical earthquake record compare well to results

obtained using a traditional local testing configuration. The differences in the results from the non-

linear tests are a consequence of specimen variability in yield strength, and not necessarily a defi-

ciency in the test method. The non-linear dynamic response of structures is sensitive to the strength

of the structural elements, an important characteristic that this test procedure is able to reproduce. 

The effectiveness of the event-driven scheme was demonstrated, particularly in minimizing

the hold phase in the experimental element load history and maintaining the duration of the test

within a reasonable time frame. The test results also indicate the importance of moving form ramp-

and-hold to continuous loading methods. Although the event-driven procedure presented here is

not able to completely eliminate the hold phase during a distributed hybrid tests, more than 99 per-

cent of the steps experience a continuous load trajectory during the non-linear earthquake simula-

tion. The minimization of the hold phase can improve the results of a hybrid simulation by



112

eliminating errors in measured forces resulting from force relaxation. The few instances of exces-

sive network delays would have resulted in the catastrophic failure of previously developed con-

tinuous testing procedures.
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7 Evaluation of Hybrid Simulation Results

7.1   INTRODUCTION

Hybrid simulations have been shown to provide realistic results by comparison to shake table tests

(Takanashi and Nakashima 1987, Magonette and Negro 1998, Mahin et al. 1989) and pure numer-

ical simulations (Shing et al 1996, Darby et al. 1999, Blakeborough 2001). The conclusions from

these studies indicate that reliable results can be obtained only if the propagation of experimental

errors is properly mitigated. In the case that shake table test data is available, the numerical models

in the hybrid simulation also need to be sufficiently accurate to obtain comparable results. Another

notable procedure used to estimate the quality of the test results consists of examining the energy

errors that accumulate in the experimental substructures (Thewalt and Roman 1994). 

In this chapter, the results of the hybrid simulations presented in Chapter 6 are evaluated.

The following three procedures are carried out for this purpose: (1) an investigation of the actuator

displacement control errors, (2) a comparison of the results with a pure numerical simulation, and

(3) an examination of the energy input into the structural model resulting from actuator control

errors. In addition, a simple formulation is proposed to compute the energy errors in the experi-

mental substructures. Since similar experimental results were obtained from the hybrid simulations

using the local and the network hardware configuration, only the results from the network experi-

ments are evaluated here. 

7.2   ACTUATOR CONTROL ERRORS

Experimental errors have been shown to be critical to the reliability of the hybrid simulation

results. For this reason, displacement control errors in the actuators, defined as the difference in

command displacement and measured displacement are examined. The error histories for the three

network tests are shown in Figures 7-1, 7-2 and 7-3 for the hybrid simulations presented in Sections
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6.5.1, 6.5.2 and 6.5.3 respectively. The errors in Actuator 2 applying the loads on the second story

substructure are shown in subplot a and the errors in Actuator 1 applying the loads on the first story

substructure are shown in subplot b. The power spectral densities of the error histories are shown

in subplots c and d. The displacement error histories are normalized by the maximum stroke of the

actuators in the test setup, which is limited to 3 inches by the displacement transducer stroke limit.

This limit is referred to as the test setup displacement capacity in the following discussion.    

An examination of the error signal reveals trends that indicate the presence of systematic

errors in the tests. For example, in Figure 7-1a, the error signal corresponding to the Cosine Pulse

simulation has a predominant sinusoidal history for the first two seconds. The amplitude and fre-

quency of the error signal has similar characteristics to the command displacement show in Figure

6-5. The dominant sinusoidal error history is more evident in the first two seconds of the test

because the amplitude of the command signal is larger. The amplitude of the sinusoidal signal

decays and becomes more difficult to identify within the random noise that is also present in the

error signal. The power spectral density of the error signal in Figure 7-1c confirms the presence of

a dominant frequency around 1.6 Hz, corresponding the fundamental mode of vibration of the

structural model. The power spectral density of the error signal corresponding to Actuator 1 in

Figure 7-1d also shows the same dominant frequency, although this frequency is not evident from

examining the error history in Figure 7-1b. The displacement errors and the power spectral density

for the two earthquake simulations also show the presence of a dominant frequency at 1.6 Hz. 

The presences of the structural model’s fundamental frequency in the error signal for all

three tests suggests that systematic overshooting or undershooting errors may be present (Thewalt

and Roman 1994). Table 7-1 lists the absolute maximum errors normalized by the capacity of the

test setup and the maximum errors normalized by the absolute maximum displacement command

during the test. A review of Table 7-1 concludes that the magnitude of the displacement errors are

small compared to the displacement demands for all three tests. The magnitude of the errors is less

than 0.2 percent of the test setup displacement capacity, and less than 1 percent of the maximum

displacement demand. Even though systematic errors are present in the displacement control of the

actuators, these errors are small and not expected to have a significant impact on the structural

response compared to all other sources of error. 
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a. Actuator 2 error: second story substructure

b. Actuator 1 error: first story substructure

c. PSD of Actuator 2 error d. PSD of Actuator 1 error

Figure 7-1.  Actuator displacement error (command-measured) time histories and power spec-
tral density (PSD) for Cosine Pulse
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a. Actuator 2 error: second story substructure

b. Actuator 1 error: first story substructure

c. PSD of Actuator 2 error d. PSD of Actuator 1 error

Figure 7-2.  Actuator displacement error (command-measured) time histories and power spec-
tral density (PSD) for Tabas-50%
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a. Actuator 2 error: second story substructure

b. Actuator 1 error: first story substructure

c. PSD of Actuator 2 error d. PSD of Actuator 1 error

Figure 7-3.  Actuator displacement error (command-measured) time histories and power spec-
tral density (PSD) for Tabas-150%
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7.3   COMPARISON TO PURE NUMERICAL MODELS

The experimental results from the distributed network hybrid simulations are evaluated by a com-

parison to a pure numerical simulation. The exact same structural model and numerical algorithms

are used in both the hybrid simulations and the pure numerical simulations. The main difference is

that experimental elements are used in the hybrid simulation, which can include measurement

errors and actuator tracking errors. In the numerical simulation, the experimental elements are

replaced by numerical models calibrated to the measured force and measured displacement data

from the corresponding experiment. In a hybrid simulation involving experimental substructures,

the numerical integration algorithm uses the measured force versus command displacement to cap-

ture the behavior of the experimental elements. The use of the measured displacement instead of

the command displacement for model calibration eliminates the effect of actuator control errors in

the purely numerical simulations.

7.3.1 Numerical Models of Experimental Elements

Two different numerical models are used to capture the behavior of the experimental elements at

the macroscopic level. These two models are the linear elastic spring model and the non-linear

Bouc-Wen model (Bouc 1975, Wen 1976). The linear model computes the restoring force as 

(7.1)

where  is the calibrated stiffness and u is the applied displacement. The stiffness is calibrated

based on a least-squares fit of the measured restoring force and measured displacement for the

experimental elements that respond with a predominantly linear behavior. 

The Bouc-Wen model is a smoothed plasticity model that provides the non-linear restoring

force using displacement related parameters as: 

Table 7-1. Summary of measured errors in actuators during hybrid simulations

Test
norm. by max. actuator disp. norm. by max. measured disp.

Actuator 1 Actuator 2 Actuator 1 Actuator 2

Pulse 0.0006 0.0007 0.0035 0.0070

50% NF01 0.0006 0.0007 0.0049 0.0093

150% NF01 0.0017 0.0010 0.0026 0.0052

r t! " kcalu t! "=

kcal
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(7.2)

where  is the yield displacement and  is the ratio of the post- to pre-yield stiffness. The stiff-

ness  is the initial stiffness calibrated similar to the linear elastic spring model, using only the

measured data prior to yielding. The evolutionary parameter  models the smooth hysteretic

behavior and is governed by the following differential equation:

(7.3)

The dimensionless parameters , , and  control the shape of the hysteretic loop.

7.3.2 Cosine Pulse Simulation

A comparison between the hybrid simulation and the calibrated numerical simulation is shown in

Figure 7-4 for the Cosine Pulse input excitation. The response is mostly in free vibration, with the

input excitation lasting for the first 0.60 seconds of the simulation. In the numerical simulation, the

experimental specimens are replaced by the linear elastic spring models calibrated to a stiffness of

2.81 kip/in. and 2.82 kip/in. for the first and second story, respectively. The drifts computed in the

purely numerical simulation are greater in amplitude for both stories compared to the hybrid sim-

ulation results. The difference in response is likely due to the energy dissipated at below-yield

deformation levels due to friction and other sources of energy dissipation in the test setup, includ-

ing the measured hysteretic response shown in Figure 6-6. Further, the unintentional yielding in

the first story specimen results in the permanent offset between the numerical and hybrid displace-

ment histories in Figure 7-4b. 

7.3.3 Elastic-Level Earthquake Simulation Tabas-50%

The linear spring model is also used to compute the substructure resisting forces for the numerical

simulation to Tabas-50%. In the corresponding hybrid simulation, the experimental specimen

response is linear with calibrated stiffness values of 2.80 kip/in. for the first story and 2.82 kip/in.

for the second story. A comparison of the inter-story drifts in Figure 7-5 shows that both the numer-

ical and the hybrid simulation provide similar results. The results are in better agreement here than

in the previous case because the linear model is more appropriate for the observed specimen behav-

r t! " +kcalu t! " 1 +–! "kcaluyz t! "+=

uy +

kcal

z t! "

uyz· t! " ' u· t! " z t! " z t! " n 1– &u· t! " z t! " n u· t! "–+ + 0=

' & n
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ior. In the hybrid simulation Tabas-50%, the experimental elements did not show evidence of

yielding (see Figure 6-8).

7.3.4 Non-Linear-Level Earthquake Simulation Tabas-150%

For the hybrid simulation using the input ground motion record Tabas-150%, the response of the

second story substructure remains linear, but the first story substructure behavior is non-linear.

Accordingly, the linear model replaces the second story substructure and the non-linear Bouc-Wen

model replaces the first story substructure in the purely numerical simulation. 

a. second story relative displacement history

b. first story relative displacement history

Figure 7-4.  Displacement response of two story shear frame subjected to Cosine Pulse for dis-
tributed hybrid simulation and numerical simulation
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The second story linear stiffness calibrated to the measured specimen response is 2.74 kip/

in. The Bouc-Wen parameters for the first story model are listed in Table 7-2. The initial elastic

stiffness is calibrated using the measured response of the experimental element prior to yielding.

The yield displacement is estimated as the peak force divided by the elastic stiffness and is given by 

(7.4)

where the maximum measured resisting force is 1.85 kips at the local element (or actuator) degrees

of freedom. The post-yield stiffness ratio is estimated to be zero and the remaining parameters in

a. second story relative displacement history

b. first story relative displacement history

Figure 7-5.  Displacement response of two story shear frame subjected to Tabas-50% for dis-
tributed hybrid simulation and numerical simulation
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Table 7-2 are selected to obtain the shape of the hysteresis loop similar to the recorded response of

the experimental elements. Based on the relationship between the experimental half column model

and the two fixed end columns in each story, the maximum first story shear force and the first story

yield drift at the global structure degrees of freedom are twice the values listed in Table 7-2.

A comparison of the earthquake simulation results to Tabas-150% is presented in Figure 7-

6. The experimental results from the hybrid simulation correlate well with the numerical simula-

tion, particularly at the second story level. The maximum drift error between the two simulations

occurs at the first story level and is 10 percent of the absolute maximum drift.

Figure 7-7 compares the measured resisting forces to the forces predicted by the numerical

models. The Bouc-Wen model captures the dominant characteristics of the first-story experimental

substructure in Figure 7-7c as can be seen by the numerical simulation of the hysteresis in Figure

7-7d. The negative peaks forces are similar for both simulations, but the Bouc-Wen model predicts

a larger positive peak force. The positive peak force is smaller for the experimental element

because its strength degrades after yielding, while the strength of the numerical model does not

degrade. Nonetheless, the numerical simulation and the hybrid simulation provide similar results

for the two-story structural model subjected to Tabas-150%.  

Table 7-2. Parameters used in the Bouc-Wen model for numerical simulation 
Tabas-150% 

Parameter Description Value

initial elastic stiffness 2.74 kip/in.

yield displacement 0.675 in.

post-yield/elastic stiffness 0

Bouc-Wen parameter .45

Bouc-Wen parameter .55

Bouc-Wen parameter 2

kcal

uy

+

'

&

n
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7.4   ENERGY ERRORS IN EXPERIMENTAL SUBSTRUCTURES

In the examination of displacement control errors, evidence of systematic errors was found, but the

effects of these errors on the test results could not be precisely determined. Thewalt and Roman

(1994) showed that systematic experimental errors can be detected by the cumulative growth of

energy errors resulting from the displacement control of the actuators. Further, the sign of the

energy error indicates if energy is being added or dissipated as a result of the experimental errors.

Thewalt and Roman presented a technique for computing energy errors during a test but their for-

mulation requires the use of the tangent stiffness matrix. Although a method was proposed to esti-

a. second story relative displacement history

b. first story relative displacement history

Figure 7-6.  Displacement response of two story shear frame subjected to Tabas-150% for dis-
tributed hybrid simulation and numerical simulation
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mate the tangent stiffness matrix using measured test data and initial stiffness data, the procedure

appears cumbersome. A simpler approach to measure the cumulative energy error based on dis-

placement control errors is developed here that does not require the tangent stiffness matrix. The

proposed procedure in employed to verify that the energy errors generated by the test setup during

the distributed hybrid simulations are within reasonable limits.

7.4.1 Energy Balance Equation for Hybrid Simulation

The generalized equation of motion for a hybrid simulation with experimental and numerical sub-

structures is described in Chapter 2. The equation of motion is repeated here for convenience.

a. measured response b. computed response (linear model)

c. measured response d. computed response (Bouc-Wen model)

Figure 7-7.  Hysteresis of two story shear frame subjected to Tabas-150% for distributed hybrid 
simulation (a and c) and numerical simulation (b and d)
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(7.5)

In this equation, superscript A refers to the numerical (analytical) substructures, while superscript

E refers to the experimental substructures. The energy associated with each term in Equation (7.5)

is derived by computing the work done by each of the forces in the equation. Integrating each com-

ponent with respect to the displacement u of the structure results in:

(7.6)

The above equation states that the energy input from the applied forces f is accounted for by the (1)

kinetic energy stored in the moving mass, (2) energy dissipated by viscous damping, and (3) strain

energy stored by the deformed structural members and hysteretic energy dissipated in the structural

members. For a hybrid simulation, energy can be stored and dissipated by both experimental and

numerical substructures.

The energy associated with the experimental substructures, , is of particular interest to

this discussion. This energy is captured by the work done by the measured resisting forces, , on

the structural displacement and can be expressed as

(7.7)

The experimental substructure energy, , accounts for the energy that is stored as strain energy

and the energy absorbed by hysteretic dissipation in the experimental substructures only. The

remainder of the terms in Equation (7.6) remain unchanged compared to a pure numerical simula-

tion, such as a conventional finite element analysis. Methods to compute the energy balance terms

in a pure numerical simulation can be found elsewhere (Uang and Bertero 1990).

As will be demonstrated in the discussion that follows, the experimental substructure

energy, , can be contaminated by experimental errors, , that may add or dissipate addi-

tional energy into the structural model. These errors are introduced into the energy balance equa-

tion and can be moved to the right-hand side as shown below.

(7.8)
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The negative sign on the experimental substructure energy error, , indicates that a negative

error inputs energy into the structural model. It is important to consider the sign of  since

positive or negative energy errors will have a different effect on the structural response. The fol-

lowing section examines the sources of the experimental energy errors.

7.4.2 Source of Energy Errors in the Test Setup

In the experimental setup, the displacements are imposed at the actuator degrees of freedom and

the forces are typically measured by load cells on the actuators. Therefore, it is useful to express

the energy in the experimental substructures in terms of the actuator degrees of freedom. This

approach allows for the energy errors to be computed separately for each actuator and related to

the energy in the global structural model using geometric transformations from conventional finite

element models (Fillipou 2002). Further, the energy errors can be examined for each individual

actuator. 

The geometric transformation matrix T is obtained by transforming the global structural

degrees of freedom, u, to the actuator degrees of freedom

(7.9)

where uac is a vector containing the displacement command signals for the actuators. A similar

transformation is used in Chapter 6 to relate the global degrees of freedom with the actuator

degrees of freedom. The transformation

(7.10)

can then be used to transform the measured forces at the actuator degrees of freedom, ram, to the

global degrees of freedom in the restoring force vector RE. Substituting Equation (7.10) into Equa-

tion (7.7) results in

(7.11)

Differentiating both sides of Equation (7.9) 

(7.12)

Eerror
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and substituting directly into Equation (7.11), an expression of the energy in the experimental sub-

structures in terms of the actuator degrees of freedom is obtained. 

(7.13)

In the above expression, the vector multiplication suggests that the energy in the experimental sub-

structures is simply the sum of the energy contributions produced by each individual actuator. The

actuators are decoupled in the energy formulation since the energy in each individual actuator can

be identified and computed separately. For cases with two or more actuators applying loads on the

same physical substructure, the actuators are naturally decoupled for the energy computations,

even though the resisting forces are coupled and dependent on the actions of the other actuators.

The force coupling is considered in the measured forces used to compute the energy.

Equation (7.13) states that the numerical integration algorithm considers the response of the

experimental elements as the measured restoring forces resulting from the command displace-

ments. However, since the command displacement is not necessarily the same as the applied or

measured displacement, the behavior of the specimen is not captured accurately. This source of

error in a hybrid simulation was discussed in Chapter 3.

A more exact representation of the experimental substructure behavior can be obtained

from the measured displacement and the measured force data. This set of data is the best represen-

tation of the experimental substructure available and is typically used to evaluate a structure after

a quasi-static test. The best estimate of energy stored and dissipated by the experimental substruc-

ture is

(7.14)

where uam is the measured displacement of the specimen at the actuator degree of freedom. It is

important to consider that in a hybrid simulation, the load path of the experimental element should

coincide with the computed response of the structural model. Consequently,  is not necessarily

the best estimate with respect to computed response. However, the energy error introduced into a

hybrid simulation can be estimated as

(7.15)
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Equation (7.15) captures the difference between the energy that is actually dissipated by the exper-

imental substructures and the energy dissipation that is accounted for in the numerical integration

algorithm. The energy error, , should be close to zero if the displacement control errors are

small. Numerical methods to compute the total energy and the energy errors in the experimental

substructures are discussed in the section that follows. 

It is important to note that Equation (7.14) does not account for scaling factors between the

numerical model (global degrees of freedom) and the experimental substructure (actuator degrees

of freedom). Such factors, if not included in the transformation matrix, should be applied to the

energy calculations so that a fair comparison can be made between the computed energy errors and

relevant energy measures in the global structure expressed by Equation (7.6). Here, the appropriate

scaling factors are applied to the energy measures shown later in Section 7.4.4 to account for the

relationship between the global structural degrees of freedom and the actuator degrees of freedom.

7.4.3 Computation of Energy Errors

The energy can be computed in each integration time step as

(7.16)

by approximating the integration within a time-step using the trapezoid rule. This formulation

implicitly assumes a linear force-displacement relation in the step. The cumulative sum of the

energy represents the total energy at time tj 

(7.17)

Using the same approximation as in Equation (7.16), Thewalt and Roman (1994) compute the

energy error in each integration time step as 

(7.18)
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where Ki is the tangent stiffness matrix and  is the measured displacement error at step i

defined as

 (7.19)

Using the definition of the energy error derived in Equation (7.15), another approach to computing

the errors generated by the experimental setup is

(7.20)

where 

(7.21)

is the best estimate of the energy in the experimental substructure and 

(7.22)

is the energy in the experimental substructure observed by the numerical integrator in the hybrid

simulation. This procedure requires only information that is known at the end of the integration

time step and does not require the use of the tangent stiffness matrix. A comparison between the

numerical estimation proposed by Thewalt and Roman in Equation (7.18) and the estimation pro-

posed here in Equation (7.20) is shown in the section that follows. 

7.4.4 Application to Hybrid Simulation Test Data

The energy-based formulation to detect the growth of experimental errors is applied to the experi-

mental data obtained from the distributed hybrid simulations. Both, the formulation proposed by

Thewalt and Roman and the formulation proposed here are used for this purpose. The energy errors

for each actuator and the total energy in the structural model are show in Figures 7-8, 7-9, and 7-

10 for the three simulations: Cosine Pulse, Tabas-50% and Tabas-150%.    

The computed energy error histories using the data from the Cosine Pulse hybrid simulation

are shown in Figure 7-8. The energy errors for the individual actuators using Thewalt and Roman’s

formulation and the proposed method are shown in Figure 7-8a for the second story substructure

and Figure 7-8b for the first story substructure. The error histories display the growth of negative
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a. energy error in Actuator 2: second story experimental substructure

b. energy error in Actuator 1: first story experimental substructure

c. distribution of total energy input

Figure 7-8.  Energy error and total energy history for simulation Cosine Pulse
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a. energy error in first story experimental substructure

a. energy error in second story experimental substructure

c. distribution of total energy input

Figure 7-9.  Energy errors and total energy history for simulation Tabas-50%
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a. energy error in first story experimental substructure

b. energy error in second story experimental substructure

c. distribution of total energy input

Figure 7-10.  Energy errors and total energy history for simulation Tabas-150%
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energy errors as the simulation progresses. The negative sign indicates that energy is being added

to the structural model as a result of undershooting or a lag in the response of the actuator. It

appears that the method proposed here is more sensitive to noise in the experimental data, as can

be seen by the high frequency oscillations in the energy error histories. High frequency noise in not

apparent in the error histories computed using Thewalt and Roman’s formulation. However, both

methods estimate similar magnitudes for the energy error, which determines their severity.

To compare the magnitude of the energy errors to the total energy in the structural model,

Figure 7-8c plots the energy input from the applied loads. The input energy is divided into the dif-

ferent components including: kinetic energy in the mass, viscous dissipation, and strain and hys-

teretic energy in the structural members. The total energy error, computed as the sum of the energy

errors in both actuators is also included in Figure 7-8c. The measured errors in the actuators supply

an additional 0.038 kip-in. of input energy to the structural model. This energy is, in reality, dissi-

pated by the experimental substructures, but is not captured by the numerical integration algorithm.

The energy error accounts for only 1.6 percent of the total energy input from the applied loads.

About 85 percent of the earthquake input energy is dissipated through viscous damping while the

remaining 15 percent is dissipated by the hysteretic response of the experimental substructures.

Similar results are shown for the earthquake simulations Tabas-50% in Figure 7-9 and

Tabas-150% in Figure 7-10. Table 7-3 lists the numeric values of the energy measures for the three

hybrid simulations, including a comparison between the energy errors and the total earthquake

energy input at the end of the simulations. The total energy error input into the structural model is

small compared to the energy input from the applied load for all three cases. The dissipation of the

energy error through viscous and hysteretic damping does not appear to cause a significant differ-

ence in the response. In fact, the magnitude of the energy error is within the normal estimates on

viscous damping and hysteretic properties in the numerical model. 

Table 7-3. Summary of energy input and energy dissipation

Test

Energy error Hysteretic 
dissipation

(kip-in.)

Viscous 
damping
(kip-in.)

EQ input 
energy

(kip-in.)
Input 

(kip-in.)
% of 

EQ input

Pulse -0.0381 1.6 .442 2.38 2.82

50% NF01 -0.0760 1.3 .542 5.15 5.70

150% NF01 -0.3999 0.57 38.06 32.69 70.77
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7.5   SUMMARY

The experimental results from the hybrid simulations using a distributed network architecture were

evaluated using three different approaches. An examination of the errors in the experimental sub-

structures showed the presences of systematic errors, but the magnitude of these errors was less

than one percent compared to the maximum displacement demands on the actuators. Errors of this

magnitude are not expected to have a significant impact on the results of a hybrid simulation. The

results from the hybrid simulations were also compared to a pure numerical simulation with cali-

brated numerical models replacing the experimental substructures. Especially for the elastic level

earthquake simulation, the numerical and the hybrid approach gave identical results. The third

evaluation procedure examined the energy errors in the experimental substructures. For this pur-

pose, a simple method was derived to compute the cumulative energy associated with the actuator

displacement control errors. The resulting energy errors were found to be at most 1.6 percent of the

energy input from the earthquake excitation. All three verification procedures indicate that the

hybrid simulations presented in Chapter 6 provide reliable results and that the errors introduced

from the experimental substructures were reasonably small. 
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8 Hybrid Simulation Error Indicators

8.1   INTRODUCTION

In the previous chapter, the hybrid simulation results were evaluated after the test had been com-

pleted. If the evaluations concluded that the experimental errors were unacceptable, it would be

necessary to repeat the hybrid simulations to obtain reliable results. The cost associated with

repeating a test is prohibited in most applications. 

In this chapter, a technique based on the cumulative energy errors in the experimental sub-

structures (Section 7.4) is used to monitor the hybrid simulations as the test progresses. Hybrid

Simulation Error Indicators (HSEI) are proposed to predict the quality of the hybrid simulation

results and detect unacceptable levels of experimental errors, preferably before the experimental

substructures are damaged. Warning signals from the HSEI can be beneficial in that the simulation

can be paused and corrective measures taken to minimize the source of the errors prior to continu-

ing with the simulation. Moreover, the additional information supplied by the HSEI provides a

level of confidence to the researcher that the simulation is progressing within allowable tolerances.

Thewalt and Roman (1994) suggested that cumulative energy errors in the experimental

substructures can be used to measure the performance of a hybrid simulation. However, they did

not develop a relationship between their proposed performance parameters and the accuracy of the

simulation. Such a relationship is necessary to justify the use of HSEI based on energy errors. To

fill this need, a numerical study is conducted here to relate the proposed HSEI to accepted perfor-

mance measures of accuracy for structural simulations.

The proposed HSEI are based on the cumulative energy error history normalized by the

properties of the structural model and the input excitation. As was shown in Section 7.4, the data

necessary to compute the energy error history is available during the simulation, hence the HSEI

can be computed up to the current simulation time. However, the accuracy of a real hybrid simu-
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lation cannot be determined since the exact solution is not known. Therefore, the use of HSEI as a

performance measure is evaluated using purely numerical models for which the exact solution can

be determined. Based on these numerical simulations, a relationship is established between HSEI

and acceptable accuracy measures that can provide, for example, an estimate of displacement

errors in terms of the magnitude of HSEI. Further, the suitability of HSEI as a direct measure of

accuracy can be determined. An example application using HSEI is provided and suggested actions

are recommended based on the predetermined tolerance specified in terms of the HSEI. First, HSEI

and accepted performance measures describing the accuracy of the simulation are defined. Then,

the HSEI are compared to the accepted performance measures using data from the numerical sim-

ulations. Several definitions are proposed for both the HSEI and the performance measures to

examine the correlation between the various definitions considered.

8.2   DEFINITION OF HSEI

The use of HSEI to asses the quality of a hybrid simulation requires that a threshold value be spec-

ified as the level of unacceptable error, anticipating that the accuracy of results is exceeding the

allowable tolerance limits. The threshold value should relate the energy error to parameters specific

to the hybrid simulation under consideration. Two different norms are examined here based on (1)

the maximum recoverable strain energy and (2) the input energy from the earthquake excitation.

Both definitions are based on characteristics of the structural model and response parameters that

are known in a hybrid simulation.

8.2.1 Recoverable Strain Energy

Thewalt and Roman (1994) recommended the use of performance measure based on the experi-

mental energy error compared to the recoverable strain energy in the structural system. This nor-

malization relates the error strictly to parameters of the structural model under investigation and

can be defined as 

(8.1)

where

HSEIS Eerror

Estrain
---------------=
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(8.2)

Assuming elasto-plastic behavior, the maximum recoverable strain energy  is constant for

a given structure. Therefore, the error is normalized by a constant value and HSEIS does not capture

the amplitude or the duration of the input excitation.

8.2.2 Input Earthquake Energy

A global view of the experimental substructure energy errors is given by the energy balance Equa-

tion (7.8) of the entire structure repeated below

(8.3)

Based on Equation (8.3), the magnitude of  relative to the input energy 

(8.4)

appears to be an important factor in determining the impact of the errors on the structural response.

A measure of energy error relative to the input energy can be defined as follows 

(8.5)

At the beginning of a simulation, the input energy is zero, which can result in an infinite value of

. In order to define the normalized energy error in the structure throughout the simulation,

Equation (8.5) is re-formulated as follows

(8.6)

8.3   HYBRID SIMULATION PERFORMANCE PARAMETERS

A relationship between the proposed HSEI and the dynamic response of structures is established

using performance measures describing the accuracy of the simulation. The performance parame-

ters presented here cannot be used directly as HSEI because they are generally available only after

the test has been completed or are not available at all; the exact solution is required to compute
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these values. In the forthcoming numerical studies, the use of HSEI to predict these performance

parameters is investigated.

Two measures of accuracy are proposed based on the errors between the displacement

results of the simulation with experimental errors, , and the exact displacement results deter-

mined from an identical simulation without errors, .

(8.7)

(8.8)

The normalized measure of accuracy of the simulation  captures the maximum error between

the exact simulation and the simulation with induced errors, while the performance measure 

captures the root-mean-square of the error throughout the simulation. Since each measure captures

different aspects of the error history, both measures are considered in the analysis that follows.

A third performance measure is considered based on the input energy into the structural

model. The normalized measure based on energy input from the applied loading is

(8.9)

Since the energy input is dependent on the displacement response of the structure, this energy input

will be different for the exact simulation and the simulation with errors. This performance measure

is not entirely dependent on the displacement response of the structure, and therefore might be

useful to detect errors for structures with a displacement response that is not sensitive to the applied

loading.

8.4   HYBRID SIMULATION WITH ERRORS

To asses the use of HSEI as performance measures, a relationship is developed between the pro-

posed HSEI and the performance parameters, @, typically used to measure the accuracy of simula-

tions. This relationship is established using data from numerical simulations of a hybrid
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experiment, since the exact solution is, strictly speaking, not known for hybrid simulation involv-

ing experimental substructures. In the numerical models, the experimental errors can be completely

eliminated and the exact solution can be determined within the accuracy of the numerical model.

Moreover, the magnitude of the errors can be incrementally modified to observe the changes in the

structural response and the performance parameters along with the changes in the HSEI. 

8.4.1 Numerical Models

A Simulink (Mathworks 2003) model of a hybrid simulation algorithm with induced systematic

errors was presented in Section 3.4.2. This model was previously used to demonstrate the effects

of errors on the dynamic response of structures. The same Simulink model is used here to generate

data to examine the relationship between the performance measures and the HSEI.

Three different structural models and two ground motions are considered in this study. The

structural models are: (1) a single degree of freedom (SDOF) system with a period of 1.0 seconds

and 5 percent viscous damping; (2) a SDOF with a period of 0.33 seconds and 5 percent viscous

damping; and (3) a 2-DOF structure with periods of 1.0 and 0.38 seconds with 5 percent viscous

damping for both modes of vibration. The two ground motions considered are the 1940 El Centro

N-S component and the 1978 Tabas record. Both records are maintained at their original length

scale, but the amplitude scale is modified to obtain a linear level simulation and a non-linear level

simulation. As reported in Section 3.4, a linear resisting force model is used in the linear simula-

tions and an elastoplastic model is used in the non-linear simulations. Five structure and ground

motion pairs are considered in this study and are listed in Table 8-10, including the amplitude scale

factors for the ground motions. The structural model and ground motion listed as Case 1 was pre-

viously examined in Section 3.4.2. 

The ground motion amplitude scales were selected to obtain a maximum displacement just

under the yield displacement (corresponding to the non-linear model) for the linear simulation and

a ductility of four in the non-linear simulation. The two amplitudes are intended to resemble the

typical test sequence for shake table and hybrid simulations consisting of an elastic-level simula-

tion followed by a destructive high intensity simulation.

The earthquake time histories and the linear displacement and acceleration response spectra

are shown in Figure 8-1 for El Centro and in Figure 8-2 for the Tabas record. The spectra are plot-
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ted for damping ratios of 0, 2 and 5 percent of critical damping to examine the influence of damping

in the regions corresponding to the structural models examined. The circular markers in the figure

show the location of the SDOF structures listed in Table 8-10 within the spectra. The 2-DOF

system has natural periods close to the periods of the two individual SDOF systems.  

A total of 22 simulations were carried out for each of the five cases listed in Table 8-10. As

an example, the complete sequence of simulations is listed in Table 8-11 for Case 1. The eleven

linear and eleven non-linear simulations were executed with systematic errors of various intensities

to observe the change in structural response with increasing errors. Systematic errors were intro-

duced into the simulation as displacement control errors, generated as the product of a random

number and the step displacement increment (See Figure 3-5). The mean of the random number

generator varied between 0 and 1 with increments of 0.1. The variance of the random number gen-

erator remained constant at 0.1 for all cases. The systematic errors resulted in a simulated delay in

the response of the actuator varying from approximately 0 to 10 milliseconds in increments of 1

millisecond. The mean of the random number generator along with the time delay calibrated from

a comparison between the command displacement and the command displacement plus the error

are listed in Table 8-11. The same sequence of tests was repeated for the other four cases in

Table 8-10. For Case 5, errors were added to the displacements of both actuator degrees of freedom

(story drifts) prior to computing the story resisting shear forces.

Table 8-10. Pairs of structural models and ground motions used to examine the relationship 
between HSEI and performance parameters

Case

Structural model Ground motion

Degrees of free-
dom

Natural 
period (sec.)

Record
Amplitude scale 

for 
linear model

Amplitude scale 
for non-linear 

model

1 1 1.0 El Centro 0.2 1.0

2 1 1.0 Tabas 5 1.5

3 1 0.33 El Centro 1.0 5.0

4 1 0.33 Tabas 0.13 0.35

5 2 1.0, 0.38 El Centro 0.2 1.0
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a. acceleration history

b. pseudo-acceleration response spectra

c. displacement response spectra

Figure 8-1.  Ground motion record and response spectra for 1940 El Centro
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a. acceleration history

b. pseudo-acceleration response spectra

c. displacement response spectra

Figure 8-2.  Ground motion record and response spectra for 1978 Tabas
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8.4.1 Result of Numerical Simulations

The simulation model listed as the first case in Table 8-10 was previously examined in Section

3.4.2. Detailed results of the simulations are shown for the linear and the non-linear simulations,

corresponding to test runs 3 (Figure 3-6), 11 (Figure 3-7), 14 (Figure 3-8), and 22 (Figure 3-9) in

Table 8-11. The resulting displacement error history and the two proposed HSEI are shown in

Figure 8-3 for a simulated actuator lag of 2 milliseconds. The subplots on the left (a, c, and e) cor-

respond to the linear simulation and the subplots on the right (b, d, and f) are for the non-linear sim-

Table 8-11. Sequence of simulations for evaluation of HSEI using Case 1: SDF with 1.0 
second period subjected to El Centro

Test run
Ground 
motion 

amplitdue

structural 
model

Simulated error

Mean of ran-
dom error

Effective delay
(msec.)

1 .20 linear 0.0 0

2 .20 linear 0.1 1.0

3 .20 linear 0.2 2.0

4 .20 linear 0.3 2.9

5 .20 linear 0.4 3.9

6 .20 linear 0.5 4.9

7 .20 linear 0.6 5.9

8 .20 linear 0.7 6.9

9 .20 linear 0.8 7.9

10 .20 linear 0.9 8.9

11 .20 linear 1.0 9.9

12 1.0 non-linear 0.0 0

13 1.0 non-linear 0.1 1.0

14 1.0 non-linear 0.2 2.0

15 1.0 non-linear 0.3 2.9

16 1.0 non-linear 0.4 3.9

17 1.0 non-linear 0.5 4.9

18 1.0 non-linear 0.6 5.8

19 1.0 non-linear 0.7 6.8

20 1.0 non-linear 0.8 7.8

21 1.0 non-linear 0.9 8.7

22 1.0 non-linear 1.0 9.7
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ulation. The negative value of HSEI indicates that the energy error is negative and, as a result,

energy is added to the simulation.

For the linear simulation, the largest rate of increase in displacement error occurs between

3 and 5 seconds in Figure 8-3a. At around the same time, there is a substantial increase in the

energy error for both HSEI in Figures 8-3c and 8-3e. It appears that the slope of the HSEI is related

to the amplitude growth of the error signal. This trend is evident for the linear simulation, and is

more subtle for the non-linear simulation. The ability to capture a rapid increase in displacement

errors is an attractive feature of the error monitor. 

The displacement error history and the HSEI are repeated for the linear and non-linear sim-

ulations with a 10 millisecond actuator lag in Figure 8-4. Only the magnitude of the error and HSEI

histories change as the actuator lag is increased. The same trends exist between the growth of the

displacement errors and slope of the HSEI. 

Figure 8-5 presents a summary of the performance parameters, @, and HSEI for the 22 sim-

ulations listed in Table 8-11. The data presented in the figure corresponds to the final values com-

puted at the end of the simulation as a function of the simulated time lag in the actuator. Different

markers are used to distinguish between the linear and the non-linear simulations as shown in the

legend. An examination of the three performance measures considered in Figure 8-5a shows that

the simulation errors grow with increasing actuator lag as expected. Also, the errors in the linear

simulations are greater in magnitude compared to the nonlinear simulation for the same actuator

lag.

In Figure 8-5b, the energy error measure normalized by strain energy, , increases at

a much faster rate for the non-linear simulation compared to the linear simulations. This measure

does not capture the intensity of the applied loading, and therefore, does not correlate well with the

performance measures. Larger errors should be expected and allowed for increased actuator veloc-

ity demands or longer simulations. The second energy measure, , shows that the linear sim-

ulations are more sensitive to systematic errors than the non-linear simulations and correlates best

with the performance measures considered in Figure 8-5a,  

A direct comparison between the HSEI and the performance measures is shown in Figure

8-6. The three performance measures, separated into linear and non-linear simulations, are com-

pared to  in Figure 8-6a and to  in Figure 8-6b. In Figure 8-6a, the data for the linear

HSEIS

HSEII

HSEII HSEIS
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a. displacement error for linear model b. displacement error for nonlinear model

c. HSEI for linear model d. HSEI for non-linear model

e. HSEI for linear model f. HSEI for non-linear model

Figure 8-3.  Displacement response errors and HSEI with simulated actuator lag of 2 msec. for 
structure with 1.0 second period subjected El Centro ground motion
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a. displacement error for linear model b. displacement error for nonlinear model

c. normalized energy for linear model d. normalized energy for nonlinear model

e. normalized energy for linear model f. normalized energy for nonlinear model

Figure 8-4.  Displacement response errors and HSEI with simulated actuator lag of 10 msec. for 
structure with 1.0 second period subjected El Centro ground motion 

0 10 20 30
!0.5

0

0.5

Time (sec.)

 (
uex

ac
t  !

 u
si

m
) 

/ u
ex

ac
t

0 10 20 30
!0.2

!0.1

0

0.1

0.2

Time (sec.)

 (
uex

ac
t  !

 u
si

m
) 

/ u
ex

ac
t

0 10 20 30
!2

!1.5

!1

!0.5

0

0.5

Time (sec.)

H
SE

IS

0 10 20 30
!10

!5

0

5

Time (sec.)

H
SE

IS

0 10 20 30
!1

!0.5

0

0.5

Time (sec.)

 H
SE

II

0 10 20 30
!0.4

!0.3

!0.2

!0.1

0

0.1

Time (sec.)

 H
SE

II



147

a. variation in performance measures with simulated actuator lag

b. variation in HSEI with simulated actuator lag

Figure 8-5.  Effects of systematic errors on structural response performance measures and HSEI
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simulations range is [-0.9, 0] along the X-axis and the non-linear simulation data range is [-0.3,0]

because the data was collected based on similar actuator lags. The difference in the resulting values

of HSEI for the linear and non-linear simulations is shown in Figure 8-5b. 

The data in Figure 8-6a shows that a linear relationship exists between the performance

measures and the HSEI for the structural model considered. Also, equal values of  provides

the same value of performance  for both the linear and the non-linear simulations. This char-

acteristic is desirable so that the performance of a non-linear simulation can be predicted from a

linear simulation. Figure 8-6b shows a large disparity between the linear and the non-linear simu-

lations for the three performance measures compared to . The performance measures grow

at a much faster rate for the linear simulations in Figure 8-6b.  

Figure 8-7 presents a summary of the data collected for Case 2 in Table 8-10, which con-

sists of the same structural model subjected to a different ground motion. An examination of the

data supports the linear trends observed in Case 1. The main difference is that the normalized per-

formance measure  increases at a faster rate compared to  and  for the non-linear

simulations using the Tabas record. The other displacement-based performance measures decrease

slightly for the Tabas record based on the same value of HSEI. The response spectra in Figures 8-

1 and 8-2 show that the displacement response of a structure with a 1.0 second period is more sen-

sitive to damping for the El Centro record than Tabas. Therefore, it is not surprising that the per-

formance measures are less for Tabas since the simulated actuator lag causes a negative damping

effect. A comparison of the relationship between performance measures and HSEI for the two

ground motions indicates that this relationship is sensitive to the input excitation. 

In Cases 3 and 4, the natural period of the structure is reduced to 0.33 seconds and subject

to the same two ground motions. A summary of the data for Case 3 is shown in Figure 8-8 and the

results of Case 4 are shown in Figure 8-9. The actuator lag is also simulated from 0 to 10 millisec-

onds in increments of 1 millisecond. It was concluded in Section 3.5 that the effects of restoring

force lag on the structural response are dependent on the magnitude of the lag relative to the natural

period of the structure. Therefore, the effects of the simulated errors are expected to be much worse

for Cases 3 and 4 since the structural period is smaller. In fact, the linear simulations became unsta-

ble after the delay was increased above 5 milliseconds. This is why fewer data points are shown

for the linear simulations in Figures 8-8 and 8-9. Also note that the X-axis scale has been increases

HSEII

@rms

HSEIS

@enr HSEII HSEIS
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a. relationship between performance measures and HSEII

a. relationship between performance measures and HSEIS

Figure 8-6.  Evaluation of HSEI for Case 1 in Table 8-10: SDF with 1.0 sec. period subjected 
to El Centro
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a. relationship between performance measures and HSEII

b. relationship between performance measures and HSEIS

Figure 8-7.  Evaluation of HSEI for Case 2 in Table 8-10: SDF with 1.0 sec. period subjected 
to Tabas
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by a factor of five for  and by a factor of four for  compared to the plots for Cases 1

and 2. For  less than (-1), the input energy from errors in the experimental setup is greater

than the input energy from the applied loads, and should be unacceptable regardless of the value

of performance measures.  

The comparison between the performance measures and  for the structure with a

0.33 second period in Figures 8-8 and 8-9 do not show the same linear trends as in Cases 1 and 2.

There is a large disparity between the two ground motions, supporting an earlier observation that

the relationship between performance measures and HSEI is sensitive to the input forces. The vari-

ation in the relationship between the performance parameters and  is likely due to the

change in structural response and earthquake energy that is absorbed by the structural model. A

more clear relationship exists between the performance parameters and  since the energy

error is normalized by a constant value. 

Similar to viscous damping, energy errors are likely to have a different effect on the struc-

tural response as the natural period of the structure is modified. Based on the response spectra for

both records, the displacement response of the structural model with a 0.33 second period is less

sensitive to damping compared to a structure with a 1.0 second period. The structure with a 0.33

second period falls in the acceleration-sensitive region of the spectra. Therefore, the displacement-

based performance parameters are not sensitive as sensitive to the simulated errors. Note that 

is the only performance parameter that is monotonically increasing compared to  for Case

3 and 4.

A summary of the results for Case 5 using a two degree of freedom structural model sub-

jected to El Centro are shown in Figure 8-10. In this case, the linear simulations also resulted in an

unstable response for a simulated actuator lag greater than 5 milliseconds. An evaluation of the dis-

placement history and its frequency content showed that the instability resulted from the growth of

the second mode of vibration. For the non-linear structural model, the second mode also dominated

the overall response at the larger values of actuator lag, but the amplitude of the response remained

bounded within reasonable limits of the response without errors. The response is bounded in the

non-linear simulations because the additional hysteretic energy dissipation counterbalance the

energy errors. 

HSEII HSEIS
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a. relationship between performance measures and HSEII

b. relationship between performance measures and HSEIS

Figure 8-8.  Evaluation of HSEI for Case 3 in Table 8-10: SDF with 0.33 sec. period subjected 
to El Centro
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a. relationship between performance measures and HSEII

b. relationship between performance measures and HSEIS

Figure 8-9.  Evaluation of HSEI for Case 4 in Table 8-10: SDF with 0.33 sec. period subjected 
to Tabas
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a. relationship between performance measures and HSEII

b. relationship between performance measures and HSEIS

Figure 8-10.  Evaluation of HSEI for Case 5 in Table 8-10: two-DOF with 1.0 sec. and 0.38 pe-
riods subjected to El Centro
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The data in Figure 8-10 shows that the performance measures monotonically increase with

increasing magnitudes of both HSEI. For the same actuator lag, the HSEI are greater for the 2-DOF

model than the SDOF model with a period of 1 second, but are on same order of magnitude for the

SDOF structure with a period of 0.33 seconds. In the 2-DOF model, the second mode is excited the

most by the induced errors and dominates the response. 

It is interesting to note that as the magnitude of the HSEI increases, the performance mea-

sure  remains constant at approximately 0.1. A constant performance measure  indicates

that the energy input from the earthquake loads remains constant as the actuator lag is increased.

However, there is a substantial increase in the energy input from experimental errors. This trend is

evident by the increasing magnitude of both HSEI, due to the increase in energy error input relative

to the constant strain energy and the input earthquake energy. The dominant response of the second

mode is clearly a result of the energy input from errors in the experimental setup.

8.4.2 HSEI as Performance Parameters

Based on the simulation results of the three structural models with systematic errors and two

ground motions, it appears that the relationship between the HSEI and the three observed perfor-

mance parameters , , , is dependent on the applied loading. Particularly for Cases 3

through 5, the data presented includes large values of performance parameters and HSEI. The prac-

tical range of interest for the performance parameters is likely limited to values below 0.2. For

example, if the performance parameter  is considered, the maximum displacement is 20 per-

cent larger or smaller than the expected displacement without errors. This is a reasonable upper

limit of accuracy for reliable experimental tests results; larger errors should be unacceptable. Sim-

ilarly, the practical range of interest for the absolute magnitude of HSEI should be less than unity,

and even less for  since the primary source of energy into the structural model should be

from the applied loads and not from experimental errors.

Figure 8-11 shows the data from Figure 8-10a zoomed to a range of practical interest. The

X-axis for  is reduced to the range [-1.0, 0.1] and the Y-axis for the performance measures

is reduced to the range [0, 0.2]. In this region, there is a dominant trend indicating that the growth

of energy errors in the experimental substructures results in larger errors in the computed response

of structures for both the linear and non-linear simulations. With the exception of  for the non-

@enr @enr
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@max
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linear simulations, all of the remaining performance measures are monotonically increasing with

HSEI.

As an example of application using HSEI, a hybrid simulation is considered for the struc-

tural model examined in Case 5 of Table 8-10. The relationship between the performance measures

and the HSEI is shown in Figure 8-11. If the tolerance limit is specified as 10 percent accuracy

based on the performance measure , then the threshold values for  can be set to -0.1 for

both a linear and a non-linear simulation.  can be computed during the simulation, providing

a real-time measure of the performance of the test. Errors exceeding the predetermined limits of -

0.1 can trigger a warning, allowing the opportunity to pause or stop the experiment meanwhile the

experimental setup is examined. After verifying that the performance of the actuators is accurate,

the test may be continued with improved confidence in the results.

Figure 8-11.  Relationship between performance measures and HSEII for Case 5 in Table 8-10: 
2-DOF with 1.0 sec. and 0.38 periods subjected to El Centro
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8.5   SUMMARY

A simple method was devised to estimate the severity of errors in experimental substructures

during a hybrid simulation. HSEI were proposed based on the computed energy errors normalized

by the maximum recoverable strain energy and the input earthquake energy. A relationship

between the HSEI and accepted performance parameters describing the accuracy of the simulation

was developed using three different structural models and two ground motions. The results of this

study indicate that HSEI can be used to detect the severity of errors in a simulation, and can there-

fore be used as performance parameters to predict accuracy of the results. However, the relation-

ship between the HSEI and conventional performance parameters needs to be examined for each

particular structure and the ground motions under consideration since the magnitude of HSEI

depend on the structural model and input excitation. Once the sensitivity of the structural response

to experimental errors has been established, the appropriate threshold values can be determined for

the HSEI to monitor and insure the quality of the hybrid simulation results. A significant advantage

of the proposed use of HSEI is that errors can be monitored in real-time as the simulation is in

progress.

The use of HSEI is particularly useful to geographically distributed hybrid simulations. In

such tests, the principal investigator cannot be present at all of the experimental sites to verify that

the performance of the test equipment is adequate. HSEI can be used during the hybrid simulation

to predict the severity of the errors on the test results or to identify the source of errors. Depending

on the magnitude of the HSEI, the principal investigator may decide to pause the experiment while

the source of error is inspected.
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9 Summary and Conclusions

The experimental studies described in this report are the first-ever geographically distributed

hybrid simulations using real-time based continuous algorithms. To conduct these tests and

improve the quality of the result, a review of integration algorithms and implementation techniques

for hybrid simulation was conducted. The sources of error in the test setup were identified and

methods to evaluate and mitigate the effect of these errors were examined. Several needs were

identified and techniques were proposed to improve the reliability of the results for geographically

distributed hybrid simulations. The key contributions and findings presented in this dissertation are

listed below.

1. A review of algorithms used to integrate the equation of motion showed that non-iterative 

methods, including explicit and operator partitioning methods, are much easier to implement 

than iterative implicit methods. Implicit methods can provide improved accuracy and stability, 

but integration methods that are simple to implement without a significant loss of accuracy are 

more convenient, particularly in geographically distributed hybrid simulations.

2. Mitigation of experimental errors is crucial to the results of a hybrid simulation. Various 

simulations and analytical models were used to demonstrate the effects of errors on the 

dynamic response of structures. 
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3. Several techniques have been employed to load the experimental substructures in a hybrid 

simulation, including ramp-and-hold, slow continuous testing, and real-time testing methods. 

Force relaxation that occurs during the hold phase in the conventional ramp-and-hold tech-

nique can introduce force measurement errors into the test. Continuous testing methods at 

slow and fast rates can improve the simulation results. 

4. A distributed hardware architecture based on event-driven controllers that allows for the 

implementation of various hybrid simulation algorithms was presented. This architecture per-

mits real-time testing, continuous testing, and multiple substructure testing in a local or dis-

tributed configuration using the Internet. 

5. A notable advantage of the proposed event-driven controller is that continuous testing 

techniques based on real-time algorithms can be implemented for geographically distributed 

applications where communication and other tasks may have random completions times.

6. The effectiveness of the proposed hardware architecture based on an event-driven scheme 

was demonstrated in a series of experiments. The response of a structural model was deter-

mined using hybrid simulation, where the integration of the equation of motion was carried 

out at a remote location relative to the location of two experimental substructures. All connec-

tions were established using the TCP/IP Internet communication protocol. The test results ver-

ified a continuous load history on the experimental substructures for a majority of integration 

time steps. The continuity of the tests was jeopardized in a few steps with severe network 

delays. As a result, the experimental substructures where subjected to a hold phase, but this 

occurred in less than two percent of the steps.
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7. An evaluation of the test results showed that accurate and reliable results were obtained 

from the geographically distributed hybrid simulations. The test results compared well to 

hybrid simulations using a conventional local testing configuration and to purely numerical 

simulations. 

8. A simple formulation was developed to estimate the severity of experimental errors. The 

errors in the test setup were characterized in terms of the energy that is added or dissipated by 

the experimental substructures as a result of displacement control errors in the actuators. 

9. Hybrid Simulation Error Indicators (HSEI) were proposed to monitor the quality of a 

hybrid simulation as the test progresses. The HSEI are based on normalized measures of the 

energy errors in the experimental substructures. It was shown the HSEI can be used to detect 

the severity of the experimental errors during the hybrid simulation and predict the quality of 

the simulation results.
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